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#### Abstract

Grangier, Roger and Aspect (GRA) performed a beam-splitter experiment to demonstrate the particle behaviour of light and a Mach-Zehnder interferometer experiment to demonstrate the wave behaviour of light. The distinguishing feature of these experiments is the use of a gating system to produce near ideal single-photon states. With the demonstration of both wave and particle behaviour (in two mutually exclusive experiments) they claim to have demonstrated the dual particle-wave behaviour of light and hence to have confirmed Bohr's principle of complementarity. The demonstration of the wave behaviour of light is not in dispute. But we want to demonstrate, contrary to the claims of GRA, that their beam-splitter experiment does not conclusively confirm the particle behaviour of light, and hence does not confirm particlewave duality, nor, more generally, does it confirm complementarity. Our demonstration consists of providing a detailed model based on the causal interpretation of quantum fields (CIEM), which does not involve the particle concept, of GRA's which-path experiment. We will also give a brief outline of a CIEM model for the second, interference, GRA experiment.


PACS numbers: 42.79.Fm, 03.70.+k

## 1. Introduction

There are countless experiments which demonstrate the wave behaviour of light. Two typical experiments are the two-slit and Mach-Zehnder arrangements. That such experiments demonstrate the wave behaviour of light, even where the light is feeble ${ }^{2}$ [1], is not in dispute. What is questionable is the experimental evidence for the particle behaviour of light.

[^0]To avoid later misunderstanding of the essential point of this paper, it is necessary for me to make clear that I use the term 'particle behaviour' to refer to the description prior to the final detected result but not to the character of the final detected result. This is a more restrictive usage than is usual in the literature where the term 'particle behaviour' also encompasses the character of the final detected experimental result. I also use the term 'particle behaviour' in two context-dependent ways: in the context of Bohr's principle of complementarity I use the term 'particle behaviour' to refer to the description of the experiment in terms of the complementary particle concept (understanding that according to Bohr the particle concept, along with other complementary concepts, is an abstraction to aid thought to which physical reality cannot be attached). In the context of the causal interpretation I take the term 'particle behaviour' to be synonymous with 'particle ontology'. Similar considerations apply to the term 'wave behaviour', but the distinction here is not so crucial since a main point of this paper is to demonstrate that a final detected result showing a particle character does not force a particle description or particle ontology prior to the final detected result.

More recent and interesting experiments concerning particle-wave duality and complementarity have been suggested and subsequently performed. Ghose et al [2] proposed an experiment involving tunnelling between two closely spaced prisms which has since been carried out by Mizobuchi et al [3] (although the statistical results of the experiment have been questioned by [4-6]). Later, Brida et al [6] realized an experiment suggested by Ghose [5] in which tunnelling at a twin prism arrangement is replaced by birefringence. Also of interest is Afshar's experiment [7]. All of these experiments use light and aim to disprove or generalize ${ }^{3}$ complementarity (whereas GRA's aim was to confirm complementarity) by claiming to have demonstrated particle and wave behaviour in the same experiment. In all of these experiments, the final detection result is attributed by the authors to which-path information and, therefore, to particle behaviour (according to the usual criteria accepted in the literature), but the experiments are so arranged that the light undergoes a process (tunnelling in the case of Mizobuchi et al's experiment, birefringence in Brida et al's experiment and interference in Afshar's experiment) which the authors claim necessarily represents wave behaviour. Hence, they claim to observe wave and particle behaviour in the same experiment. We do not agree with them for the same reasons that we do not agree with GRA's claim to have proved complementarity, a claim we will argue against in this paper. Generally, we take the view that complementarity is so imprecise that it can neither be proved nor disproved. We will elaborate further on this in the rest of the paper with regard to the GRA experiments, but we will also briefly describe and comment further on Mizobuchi et al's, Brida et al's and Afshar's experiments in section 6. We have chosen to focus on the GRA experiments in this paper because they were the first to introduce a gating system for producing genuine single-photon states and because their experiments lend themselves to illustrating important features of CIEM. Further, the detailed treatment of this experiment serves as a model that can be easily adapted to the later experiments, thereby providing arguments against the claims of observing simultaneous wave and particle behaviour in these experiments. The quantum eraser experiment of Kim et al [11] is a variant of the Wheeler delayed-choice idea [12, 13]. The use of particle-wave duality and complementarity in this experiment seems to imply that a measurement performed in the present affects the outcome of an earlier measurement. This now raises the further issue of the present affecting the past, which is surely unacceptable. We will also give a brief description and comment on this experiment in section 6.
${ }^{3}$ Brida et al view the observation of simultaneous particle and wave behaviour as demonstrating a need to generalize complementarity in the sense of Wootters and Zurek [8] and Greenberger and Yasin [9]. I have argued that the generalization in fact completely contradicts complementarity and is the antithesis of Bohr's teachings [10]. See section 6 for further discussion of this point.

Experimental evidence for the particle behaviour of light is mainly of two forms: whichpath experiments and the photoelectric effect (also the Compton effect). A closer look at each of these shows that neither unambiguously demonstrates particle behaviour. In the case of the photoelectric effect, it is well known that a semiclassical description can be given in which the light is treated as a classical electromagnetic field and only the atom is treated quantum mechanically [14]. A weakness of this counter example is that semiclassical radiation theory is known not to be fully consistent with experiment and fails in those cases where light exhibits nonclassical properties (as in some experiments which involve secondorder coherence). Further, it is not clear that a semiclassical model of the photoelectric effect can explain the experimental fact that the photon is absorbed in a time of the order of $10^{-9} \mathrm{~s}$ ([15], p 10). Indeed, it was just this feature of the photoelectric effect that seemed to require that a photon be a localized particle prior to absorption, and is perhaps the reason why the photoelectric effect is commonly regarded as evidence for the particle behaviour of light. A more convincing argument against the photoelectric effect as evidence of particle behaviour is the provision of a fully quantum-mechanical model of the photoelectric effect based on the causal interpretation of the electromagnetic field (CIEM) [16-18]. In CIEM, light is modelled as a real vector field; there are no photon particles ${ }^{4}$. The field has the property of being nonlocal, meaning that an interaction at one point in the field can change the field at points beyond $c t$. The CIEM model of the photoelectric effect is of the nonlocal absorption of a photon by a localized atom. The photon prior to absorption may be spread over large regions of space. The fact that the absorption is nonlocal explains the experimental result that the absorption of the photon takes place in a time of the order of $10^{-9} \mathrm{~s}$. We are not forced to accept that the photon must be localized prior to absorption. We conclude that the photoelectric effect cannot be regarded as conclusive evidence for the particle behaviour of light. We note that the Compton effect, also commonly accepted as evidence for the particle behaviour of light, can also be modelled by CIEM ([18], p 343), so that this also cannot be taken as evidence for the particle behaviour of light. To be clear, we are not claiming that the final detected results of the photoelectric and the Compton effect do not have a particle character (they clearly do). What we claim is that a particle description prior to the final result, whether from the perspective of complementarity or from the perspective of an ontology, is not forced upon us. This is because the particle character of the experimental results can be explained in terms of a wave model.

Let us now turn to which-path experiments. In a typical which-path experiment light has a choice of two paths. Determining which-path the light actually took is considered as proof of particle behaviour. As Bohr showed in response to Einstein's famous which-path two-slit experiment, if the path is determined with certainty, interference is lost [19]. Consider a which-path two-slit experiment in which we determine the path by closing one of the holes (obviously losing interference). Although crude, it is conceptually equivalent to Einstein's experiment. The point is that even when we close the hole and are certain which-path the light took, this does not rule out a wave model. This argument holds even in more refined which-path two-slit experiments. We may conclude that in such experiments the which-path criteria for particle behaviour is somewhat arbitrary.

There is an aspect of the two-slit experiment that seems to be universally overlooked and that we wish to draw attention to. Einstein's aim in his which-path two-slit experiment was to obtain the path of an individual photon and still retain an interference pattern, thereby

[^1]experimentally detecting particle and wave behaviour in the same experiment ${ }^{5}$. This is contrary to Bohr's principle of complementarity which requires mutually exclusive experimental arrangements for complementary concepts [19-21]. As we have said, Bohr was able to show that a certain determination of the photon path would destroy the interference pattern. Bohr's response was almost universally accepted and complementarity was saved. But consider this: forget path determination and consider a two-slit experiment in which an interference pattern is formed. This interference pattern is built up of a large number of individual photoelectric detections (or some similar process in a photographic emulsion). If the photoelectric effect is accepted as evidence of the particle behaviour of light, then is not particle and wave behaviour observed in the same experiment?

We now turn to another which-path experiment which uses a beam splitter. This will be our main focus in this paper because we consider GRA's version of this experiment, which uses an atomic cascade and a gating system to produce a near ideal single-photon state, as perhaps the best experimental attempt to demonstrate the particle behaviour of light [22, 23]. In a wave model, light is split into two beams at the beam splitter. In a particle model, each photon must choose one and only one path. Thus, using feeble light (one photon at a time) a particle model predicts perfect anticoincidence, whereas some coincidences are expected in a wave model. GRA therefore took perfect anticoincidence as the signature of particle behaviour. GRA quantified this feature in terms of the degree of second-order coherence. Semiclassical radiation theory predicts $g^{(2)} \geqslant 1$. As we shall see, quantum-mechanical coherent or chaotic states give results in the classical regime. This is to be expected, as neither chaotic nor coherent light exhibits nonclassical behaviour. For number states on the other hand, perfect anticoincidence is expected, so that $g^{(2)}=0$.

Photoelectric detectors are placed in each output arm of the beam splitter. For a detection to take place there must be enough energy to ionize an atom in the detector. For classical light, and quantum-mechanical chaotic or coherent light, there is always some probability that more than one photon is present after the beam splitter however feeble the light, and this entails the possibility of coincidences. But, for a single-photon state there is enough energy to ionize only a single atom in one and only one output arm of the beam splitter, so that perfect anticoincidence is predicted.

The novelty of the GRA experiments is the use of an atomic cascade and a gating system, which we describe below, in order to produce near ideal single-photon states. Their results gave a value of $g^{(2)}$ much less than 1 and confirmed the expected anticoincidence. GRA interpreted their results to be a conclusive demonstration of the particle behaviour of light.

But, underlying the assertion that anticoincidence is a signature for particle behaviour is the assumption that the photoelectric detection process (or any other atomic absorption process) is local. This implies that the photon is a localized particle before absorption by the detecting atom. But, we saw above that the quantum theory does not rule out nonlocal absorption in the photoelectric effect (nor, more generally, in any atomic absorption process). In fact, no model of light as photon particles that is consistent with the quantum theory has ever been developed ${ }^{6}$. On the other hand, CIEM models light as a nonlocal field. Atomic absorption

[^2]processes, including the photoelectric effect, are modelled as the nonlocal absorption of a photon. CIEM has been shown to be fully consistent with the quantum theory [18]. Our main purpose in this paper is to provide a model that explains perfect anticoincidence that does not treat photons as particles. By showing that anticoincidence experiments do not rule out a wave model we prove that GRA's experiment cannot be viewed as conclusive evidence for particle behaviour of light.

The wave behaviour of light has been confirmed a countless number of times for chaotic or coherent sources. Following Einstein's 1905 explanation of the photoelectric effect [28] in which the idea of photon particles was first invoked, the question was raised as to whether or not, in very low intensity experiments, single photons alone in the apparatus can produce interference. Numerous experiments using feeble light followed [1]. With a few exceptions the conclusion was reached that single photons can interfere with themselves. In such experiments the energy flux $\mathcal{E}$ is calculated and the number of photons per unit area per unit time is calculated using $\mathcal{E} / \hbar \omega$. $\mathcal{E}$ is reduced to such low levels that it is more probable than not that only one photon is present in the apparatus at any one time. However, the probability that more than one photon is present remains, so that the single-photon nature of these experiments can be questioned. By building a Mach-Zehnder interferometer around their which-path apparatus GRA were able to confirm that the near ideal single-photon state produced the expected interference. Although no surprise, GRA's experiment is perhaps the first experiment to confirm the interference of single photons. The wave nature of light is not disputed and it is obvious how in CIEM interference is obtained given that light is modelled as a field (always). We will nevertheless outline the CIEM treatment of the Mach-Zehnder interferometer given in detail in [13].

CIEM is a hidden variable theory. There is a large literature on hidden variable theories and we direct the interested reader to the three articles cited in [29]. Two of these, one old and one new, are surveys of hidden variable theories and include a comprehensive list of references. We also refer the reader to two interesting PhD thesis in the area of hidden variable theories [30, 31].

In the next sections we describe GRA's two experiments focusing on theoretical derivations, and then go on to give the CIEM model of these experiments, focusing on the which-path experiment.

## 2. The GRA experiments

The following description of the GRA experiments is based mainly on [22]. The experiments use the radiative cascade of calcium $4 \mathrm{p}^{2}{ }^{1} \mathrm{~S}_{0} \rightarrow 4 \mathrm{~s} 4 \mathrm{p}{ }^{1} \mathrm{P}_{1} \rightarrow 4 \mathrm{~s}^{21} \mathrm{~S}_{0}$ described in [32]. The first cascade to the intermediate state yields a photon $\nu_{1}$ of wavelength 551.3 nm . The intermediate state, with lifetime $\tau=4.7 \mathrm{~ns}$, decays according to the usual atomic decay law for the lifetime of a state ([33], p 538):

$$
\begin{equation*}
P(t)=1-\mathrm{e}^{-t / \tau} \tag{1}
\end{equation*}
$$

where $P(t)$ is the probability of decay in time $t$. The second cascade photon $\nu_{2}$ has wavelength 422.7 nm . The $\nu_{2}$ photon, according to the decay law, is emitted with near certainty within the time $\omega=2 \tau=9.8 \mathrm{~ns}$ of emission of the first $\nu_{1}$ photon. The number of $\nu_{1}$ photons per


Figure 1. GRA's which-path experiment.
second, $N_{1}$, is counted by photomultiplier $\mathrm{PM}_{1}$, and each $\nu_{1}$ photon triggers a gate of duration $\omega$. Because the probability of decay within gate $\omega$ is high, there is a high probability that the $\nu_{2}$ partner of $\nu_{1}$ enters the beam splitter. For low count rates we can be nearly certain that there is only one $\nu_{2}$ photon in the beam-splitter arrangement within the gate time $\omega$. In this way a near ideal single-photon state is produced.

## 3. GRA's which-path experiment

Refer to figure 1. The photomultipliers $\mathrm{PM}_{t}$ and $\mathrm{PM}_{r}$ count the number of transmitted and reflected $\nu_{2}$ photons per second, and photomultiplier $\mathrm{PM}_{c}$ counts the number of coincidences per second. These count rates are given by $N_{t}, N_{r}$ and $N_{c}$, respectively. The counts are taken over a large number of gates with a total run time $T$ of about 5 h . The probabilities for single and coincidence counts are given by

$$
\begin{equation*}
p_{t}=\frac{N_{t}}{N_{1}}, \quad p_{r}=\frac{N_{r}}{N_{1}}, \quad p_{c}=\frac{N_{c}}{N_{1}} . \tag{2}
\end{equation*}
$$

The classical and quantum-mechanical predictions for the coincidence counts are very different. In their experiment, GRA measured the quantity $\alpha$, which they defined as [22]

$$
\begin{equation*}
\alpha=\frac{\text { Coincidence Probability }}{\text { Accidental Coincidence Probability }}=\frac{p_{c}}{p_{t} p_{r}}=\frac{N_{1} N_{c}}{N_{t} N_{r}} . \tag{3}
\end{equation*}
$$

Both classically and quantum mechanically, the quantity $\alpha$ is a special case of the degree of second-order coherence. Classically, $g_{c}^{(2)}$ is defined by ([34], p 111)

$$
\begin{equation*}
g_{c}^{(2)}\left(\boldsymbol{r}_{1} t_{1}, \boldsymbol{r}_{2} t_{2} ; \boldsymbol{r}_{2} t_{2}, \boldsymbol{r}_{1} t_{1}\right)=\frac{\left\langle\boldsymbol{E}^{*}\left(\boldsymbol{r}_{1} t_{1}\right) \boldsymbol{E}^{*}\left(\boldsymbol{r}_{2} t_{2}\right) \boldsymbol{E}\left(\boldsymbol{r}_{2} t_{2}\right) \boldsymbol{E}\left(\boldsymbol{r}_{1} t_{1}\right)\right\rangle}{\left.\left.\left.\langle | \boldsymbol{E}\left(\boldsymbol{r}_{1} t_{1}\right)\right|^{2}\right\rangle\left.\langle | \boldsymbol{E}\left(\boldsymbol{r}_{2} t_{2}\right)\right|^{2}\right\rangle}, \tag{4}
\end{equation*}
$$

where $\boldsymbol{E}$ is the electric field vector. For $\boldsymbol{r}_{1}=\boldsymbol{r}_{2}$ and $t_{1}=t_{2}, g_{c}^{(2)}$ reduces to

$$
\begin{equation*}
g_{c}^{(2)}=\frac{\left\langle\left(\boldsymbol{E}^{*} \boldsymbol{E}\right)^{2}\right\rangle}{\left\langle\boldsymbol{E}^{*} \boldsymbol{E}\right\rangle\left\langle\boldsymbol{E}^{*} \boldsymbol{E}\right\rangle}=\frac{\left\langle I^{2}\right\rangle}{\langle I\rangle^{2}}, \tag{5}
\end{equation*}
$$

where $I$ is the intensity. We will see in the next subsection that $\alpha=g_{c}^{(2)}$. Similar definitions apply in quantum mechanics ([34], p 219):

$$
\begin{equation*}
g^{(2)}\left(\boldsymbol{r}_{1} t_{1}, \boldsymbol{r}_{2} t_{2} ; \boldsymbol{r}_{2} t_{2}, \boldsymbol{r}_{1} t_{1}\right)=\frac{\left\langle\hat{\boldsymbol{E}}^{-}\left(\boldsymbol{r}_{1} t_{1}\right) \hat{\boldsymbol{E}}^{-}\left(\boldsymbol{r}_{2} t_{2}\right) \hat{\boldsymbol{E}}^{+}\left(\boldsymbol{r}_{2} t_{2}\right) \hat{\boldsymbol{E}}^{+}\left(\boldsymbol{r}_{1} t_{1}\right)\right\rangle}{\left\langle\hat{\boldsymbol{E}}^{-}\left(\boldsymbol{r}_{1} t_{1}\right) \hat{\boldsymbol{E}}^{+}\left(\boldsymbol{r}_{1} t_{1}\right)\right\rangle\left\langle\hat{\boldsymbol{E}}^{-}\left(\boldsymbol{r}_{2} t_{2}\right) \hat{\boldsymbol{E}}^{+}\left(\boldsymbol{r}_{2} t_{2}\right)\right\rangle}, \tag{6}
\end{equation*}
$$

where $\hat{\boldsymbol{E}}$ 's are quantum-mechanical operators defined by

$$
\begin{align*}
& \hat{\boldsymbol{E}}^{+}(\boldsymbol{r} t)=\frac{\mathrm{i}}{V^{\frac{1}{2}}} \sum_{k \mu} \sqrt{\frac{\hbar k c}{2}} \hat{\varepsilon}_{k \mu} \hat{a}_{k \mu} \mathrm{e}^{\mathrm{i}\left(\boldsymbol{k} \cdot \boldsymbol{x}-\omega_{k} t\right)}, \\
& \hat{\boldsymbol{E}}^{-}(\boldsymbol{r} t)=-\frac{\mathrm{i}}{V^{\frac{1}{2}}} \sum_{k \mu} \sqrt{\frac{\hbar k c}{2}} \hat{\varepsilon}_{k \mu} \hat{a}_{k \mu}^{\dagger} \mathrm{e}^{-\mathrm{i}\left(k \cdot x-\omega_{k} t\right)} \tag{7}
\end{align*}
$$

By substituting equation (7) into equation (6) with $\boldsymbol{r}_{1}=\boldsymbol{r}_{2}$ and $t_{1}=t_{2}$ and considering only a single mode and a single polarization direction, equation (6) reduces to

$$
\begin{equation*}
g^{(2)}=\frac{\left\langle a_{2}^{\dagger} a_{2} a_{1}^{\dagger} a_{1}\right\rangle}{\left\langle a_{1}^{\dagger} a_{1}\right\rangle\left\langle a_{2}^{\dagger} a_{2}\right\rangle} . \tag{8}
\end{equation*}
$$

For a single mode and single polarization direction, the quantum-mechanical operator for the magnitude of the intensity ([34], p 184; [13], p 304) reduces to

$$
\begin{equation*}
\hat{I}_{1}=\frac{\hbar k c^{2}}{V} a_{1}^{\dagger} a_{1} \tag{9}
\end{equation*}
$$

Multiplying the numerator and the denominator of equation (8) by $\left(\hbar k c^{2} / V\right)^{2}$, we can write $g^{(2)}$ in terms of the expectation value of the intensity operator:

$$
\begin{equation*}
g^{(2)}=\frac{\left\langle I_{1} I_{2}\right\rangle}{\left\langle I_{1}\right\rangle\left\langle I_{2}\right\rangle} . \tag{10}
\end{equation*}
$$

Again, we will see in the next subsection that this is equivalent to GRA's $\alpha$.
In the following subsections, we calculate the classical prediction for $g^{(2)}$ using semiclassical radiation theory and compare this with the quantum-mechanical predictions for $g^{(2)}$ for a number state, a coherent state and a chaotic state.

## 3.1. $g_{c}^{(2)}$ for a classical field

We now calculate the classical prediction for the various probabilities. The intensity of the $n$th gate is given by the time average of the instantaneous intensity $I(t)$ :

$$
\begin{equation*}
i_{n}=\frac{1}{\omega} \int_{t_{n}}^{t_{n}+\omega} I(t) \mathrm{d} t \tag{11}
\end{equation*}
$$

Although the electromagnetic field is treated classically, the photoelectric detection is treated quantum mechanically. This semiclassical radiation theory gives the probability for a detection as proportional to the intensity and to time ([34], p 183 and p 185; [35] p 31 and p 40) (as is the case quantum mechanically). The probabilities for singles counts during the $n$th gate are, therefore,

$$
\begin{equation*}
p_{t n}=\alpha_{t} i_{n} \omega, \quad p_{r n}=\alpha_{r} i_{n} \omega \tag{12}
\end{equation*}
$$

where $\alpha_{t}$ and $\alpha_{r}$ are the global detection efficiencies. The intensity averaged over all the gates is

$$
\begin{equation*}
\left\langle i_{n}\right\rangle=\frac{1}{N_{1} T} \sum_{n=1}^{N_{1} T} i_{n} \tag{13}
\end{equation*}
$$

where $N_{1} T$ is the total number of counts in $\mathrm{PM}_{1}$, which is equal to the total number of gates. So, the overall probability for singles counts becomes

$$
\begin{equation*}
p_{t}=\alpha_{t} \omega\left\langle i_{n}\right\rangle, \quad p_{r}=\alpha_{r} \omega\left\langle i_{n}\right\rangle \tag{14}
\end{equation*}
$$

During a single gate, the probability of a detection in one arm is statistically independent of detection in the other arm. Therefore, the probability of a coincidence count during a single gate is given as the product of the probabilities of detection in each arm:

$$
\begin{equation*}
p_{c n}=\alpha_{t} \alpha_{r} \omega^{2} i_{n}^{2} \tag{15}
\end{equation*}
$$

The probability of a coincidence count averaged over all the gates becomes

$$
\begin{equation*}
p_{c}=\alpha_{t} \alpha_{r} \omega^{2}\left\langle i_{n}^{2}\right\rangle \tag{16}
\end{equation*}
$$

If the coincidences are purely accidental, then the probabilities $p_{t}$ and $p_{r}$ over the ensemble of all gates are statistically independent, so that the accidental coincidence probability is given by the product

$$
\begin{equation*}
p_{t} p_{r}=\alpha_{t} \alpha_{r} \omega^{2}\left\langle i_{n}\right\rangle^{2} \tag{17}
\end{equation*}
$$

This represents the minimum classical probability of coincidence. These averages satisfy the inequality ([36], p 185, inequality no. 4)

$$
\begin{equation*}
\left\langle i_{n}^{2}\right\rangle \geqslant\left\langle i_{n}\right\rangle^{2} \tag{18}
\end{equation*}
$$

from which it follows, by using equations (16) and (17), that

$$
\begin{equation*}
p_{c} \geqslant p_{t} p_{r} \tag{19}
\end{equation*}
$$

In terms of $\alpha$, equation (3), we can also write the inequality (18) as

$$
\begin{equation*}
\alpha \geqslant 1 \tag{20}
\end{equation*}
$$

Substituting equations (16) and (17) into equation (3) gives

$$
\begin{equation*}
\alpha=\frac{\left\langle i_{n}^{2}\right\rangle}{\left\langle i_{n}\right\rangle^{2}}, \tag{21}
\end{equation*}
$$

which is equal to the classical second-order coherence function $g_{c}^{(2)}$ given in equation (5).

### 3.2. Quantum mechanical $g^{(2)}$ for a number state, a coherent state and a chaotic state

In quantum mechanics, the same reasoning as for the classical case leads to the same expressions for the probabilities $p_{t}, p_{r}$ and $p_{c}$, and for $\alpha$. The difference is that the classical averages of the intensities are replaced by quantum-mechanical expectation values of the intensity operator. Thus,

$$
\begin{equation*}
\alpha=\frac{p_{c}}{p_{t} p_{r}}=\frac{\alpha_{t} \alpha_{r} \omega^{2}\left\langle I_{\alpha} I_{\beta}\right\rangle}{\alpha_{t} \omega\left\langle I_{\alpha}\right\rangle \alpha_{r} \omega\left\langle I_{\beta}\right\rangle}=\frac{\left\langle I_{\alpha} I_{\beta}\right\rangle}{\left\langle I_{\alpha}\right\rangle\left\langle I_{\beta}\right\rangle}=\frac{\left\langle b_{\alpha}^{\dagger} b_{\alpha} b_{\beta}^{\dagger} b_{\beta}\right\rangle}{\left\langle b_{\alpha}^{\dagger} b_{\alpha}\right\rangle\left\langle b_{\beta}^{\dagger} b_{\beta}\right\rangle} . \tag{22}
\end{equation*}
$$

The subscripts $\alpha$ and $\beta$ refer to the horizontal and vertical beams that emerge after the first beam splitter. We see that $\alpha$ is equal to $g^{(2)}$, equation (8) or equation (10), in the quantum case also.

To calculate $g^{(2)}$, we first consider the theoretical treatment of a single beam splitter. By now a two-input approach to the beam splitter is almost universally accepted even when one of the inputs is the vacuum ${ }^{7}$ (e.g., [38]), but some workers still use a single input ([34], p 222; ${ }^{8}$ [39], p 494) ${ }^{9}$. The two-input approach leads to an elegant mathematical description of the

[^3]

Figure 2. Input and output destruction operators.
action of a beam splitter in terms of a unitary $2 \times 2$ transformation matrix which has the form of a rotation matrix [40]. Here, we will use a single-input approach since this greatly simplifies the mathematical treatment of the GRA experiments in terms of CIEM, and since it gives the same results as the two-input approach for the quantities we are interested in (expectation values of the number operator, coincidence counts and interference terms). Further, both approaches lead to essentially the same physical model of the GRA experiments in terms of CIEM.

The single-input and two-output annihilation and creation operators are related as follows

$$
\begin{equation*}
a=t_{\alpha \alpha}^{*} b_{\alpha}+r_{\alpha \beta}^{*} b_{\beta}, \quad a_{\alpha}^{\dagger}=t_{\alpha \alpha} b_{\alpha}^{\dagger}+r_{\alpha \beta} b_{\beta}^{\dagger} \tag{23}
\end{equation*}
$$

The $b$ 's satisfy the usual commutation relation $\left[b_{\alpha}, b_{\alpha}^{\dagger}\right]=\left[b_{\beta}, b_{\beta}^{\dagger}\right]=1$ while any combination of $b_{\alpha}$ and $b_{\beta}$ or their conjugates commute. To preserve the commutator $\left[a, a^{\dagger}\right]=1$, we must have

$$
\begin{equation*}
\left|t_{\alpha \alpha}\right|^{2}+\left|r_{\alpha \beta}\right|^{2}=t^{2}+r^{2}=1 \tag{24}
\end{equation*}
$$

with $\left|t_{\alpha \alpha}\right|^{2}=t^{2}$ and $\left|r_{\alpha \beta}\right|^{2}=r^{2}$. Using equations (23) and (24) we may proceed to calculate $g^{(2)}$ for various quantum states. We begin with the number state $|n\rangle$,

$$
\begin{equation*}
|n\rangle=\frac{\left(a_{\alpha}^{\dagger}\right)^{n}}{(n!)^{\frac{1}{2}}}|0\rangle=\frac{\left(t_{\alpha \alpha} b_{\alpha}^{\dagger}+r_{\alpha \beta} b_{\beta}^{\dagger}\right)^{n}}{(n!)^{\frac{1}{2}}}|0\rangle . \tag{25}
\end{equation*}
$$

Use of the binomial theorem to expand the brackets gives

$$
\begin{gather*}
|n\rangle=\frac{1}{(n!)^{\frac{1}{2}}}\left[\binom{n}{0}\left(t_{\alpha \alpha} b_{\alpha}^{\dagger}\right)^{n}+\binom{n}{1}\left(t_{\alpha \alpha} b_{\alpha}^{\dagger}\right)^{(n-1)}\left(r_{\alpha \beta} b_{\beta}^{\dagger}\right)^{1}+\binom{n}{2}\left(t_{\alpha \alpha} b_{\alpha}^{\dagger}\right)^{(n-2)}\left(r_{\alpha \beta} b_{\beta}^{\dagger}\right)^{2}\right. \\
\left.+\cdots+\binom{n}{n-1}\left(t_{\alpha \alpha} b_{\alpha}^{\dagger}\right)^{1}\left(r_{\alpha \beta} b_{\beta}^{\dagger}\right)^{(n-1)}+\binom{n}{n}\left(r_{\alpha \beta} b_{\beta}^{\dagger}\right)^{n}\right]|0\rangle . \tag{26}
\end{gather*}
$$

With this expression for $|n\rangle$ we can evaluate the expectation value for the number of photons in the horizontal arm, $\langle n| b_{\alpha}^{\dagger} b_{\alpha}|n\rangle$, by multiplying out the brackets, noting that cross-terms are zero, and evaluating the action of the number operator on the various number states. After a number of rearrangement steps we arrive at

$$
\begin{gather*}
\left\langle b_{\alpha}^{\dagger} b_{\alpha}\right\rangle=\langle n| b_{\alpha}^{\dagger} b_{\alpha}|n\rangle=n t^{2}\left[t^{2(n-1)}+t^{2(n-2)} r^{2} \frac{(n-1)!}{(n-2)!}+t^{2(n-3)} r^{4} \frac{(n-1)!}{(n-3)!2!}\right. \\
\left.+t^{2(n-4)} r^{6} \frac{(n-1)!}{(n-4)!3!}+\cdots+r^{2(n-1)}\right] \tag{27}
\end{gather*}
$$

We recognize the series in the square brackets as the binomial expansion for $\left(t^{2}+r^{2}\right)^{n-1}=1$, and we get

$$
\begin{equation*}
\left\langle b_{\alpha}^{\dagger} b_{\alpha}\right\rangle=n t^{2} . \tag{28}
\end{equation*}
$$

By the same procedure as above we also get the expectation value for the number of photons in the vertical beam,

$$
\begin{equation*}
\left\langle b_{\beta}^{\dagger} b_{\beta}\right\rangle=\langle n| b_{\beta}^{\dagger} b_{\beta}|n\rangle=n r^{2}, \tag{29}
\end{equation*}
$$

and the expectation value for the number of coincidences,

$$
\begin{equation*}
\left\langle b_{\alpha}^{\dagger} b_{\alpha} b_{\beta}^{\dagger} b_{\beta}\right\rangle=\langle n| b_{\alpha}^{\dagger} b_{\alpha} b_{\beta}^{\dagger} b_{\beta}|n\rangle=n(n-1) r^{2} t^{2} \tag{30}
\end{equation*}
$$

Substituting the above expectation values into equation (8) gives the second-order coherence function for a number state:

$$
\begin{equation*}
g^{(2)}=\frac{n(n-1) r^{2} t^{2}}{n t^{2} n r^{2}}=\frac{(n-1)}{n}, \quad n \geqslant 2 . \tag{31}
\end{equation*}
$$

For $n=0,1, g^{(2)}=0$. We see that a single-photon input shows perfect anticorrelation, contrary to the classical result for $g_{c}^{(2)}$, equation (20). Next we consider the coherent state

$$
\begin{equation*}
|\alpha\rangle=\mathrm{e}^{-|\alpha|^{2} / 2} \sum_{n} \frac{\alpha^{n}}{(n!)^{\frac{1}{2}}}|n\rangle . \tag{32}
\end{equation*}
$$

The expectation value in the horizontal arm is

$$
\begin{align*}
& \left\langle b_{\alpha}^{\dagger} b_{\alpha}\right\rangle=\langle\alpha| b_{\alpha}^{\dagger} b_{\alpha}|\alpha\rangle=\mathrm{e}^{-|\alpha|^{2}} \sum_{n=0} \frac{|\alpha|^{2 n}}{n!}\langle n| b_{\alpha}^{\dagger} b_{\alpha}|n\rangle \\
& \quad+\mathrm{e}^{-|\alpha|^{2}} \sum_{n^{\prime}} \sum_{n \neq n^{\prime}} \frac{\left(\alpha^{*}\right)^{n^{\prime}}}{\left(n^{\prime}!\right)^{\frac{1}{2}}} \frac{\alpha^{n}}{(n!)^{\frac{1}{2}}}\left\langle n^{\prime}\right| b_{\alpha}^{\dagger} b_{\alpha}|n\rangle . \tag{33}
\end{align*}
$$

The second term consisting of cross-terms is zero. After substituting equation (28) into the above, we get
$\left\langle b_{\alpha}^{\dagger} b_{\alpha}\right\rangle=t^{2} \mathrm{e}^{-|\alpha|^{2}} \sum_{n=0} \frac{|\alpha|^{2 n}}{n!} n=t^{2} \mathrm{e}^{-|\alpha|^{2}}|\alpha|^{2} \sum_{n=0} \frac{|\alpha|^{2 n}}{n!}=t^{2} \mathrm{e}^{-|\alpha|^{2}}|\alpha|^{2} \mathrm{e}^{|\alpha|^{2}}=t^{2}|\alpha|^{2}$.
In a similar way, we calculate the expectation value of the number operator in the vertical beam to be

$$
\begin{equation*}
\left\langle b_{\beta}^{\dagger} b_{\beta}\right\rangle=\langle\alpha| b_{\beta}^{\dagger} b_{\beta}|\alpha\rangle=r^{2}|\alpha|^{2}, \tag{35}
\end{equation*}
$$

and the expectation value for coincidence counts to be

$$
\begin{equation*}
\left\langle b_{\alpha}^{\dagger} b_{\alpha} b_{\beta}^{\dagger} b_{\beta}\right\rangle=\langle\alpha| b_{\alpha}^{\dagger} b_{\alpha} b_{\beta}^{\dagger} b_{\beta}|\alpha\rangle=t^{2} r^{2}|\alpha|^{4} . \tag{36}
\end{equation*}
$$

Substituting the above expectation values into equation (8) gives the second-order coherence function for a coherent state as

$$
\begin{equation*}
g^{(2)}=\frac{t^{2} r^{2}|\alpha|^{4}}{t^{2}|\alpha|^{2} r^{2}|\alpha|^{2}}=1 \tag{37}
\end{equation*}
$$

This corresponds to the minimum classical value for $g^{(2)}$ so that measurement of the degree of second-order coherence cannot distinguish between classical and coherent light.

Lastly, we consider chaotic light. In quantum mechanics, chaotic light is a mixture of number states and is represented by the density operator ([34], p 158)

$$
\begin{equation*}
\rho=\sum_{n} P_{n}|n\rangle\langle n| . \tag{38}
\end{equation*}
$$

For light in thermal equilibrium, let $P_{n}$ be the probability of occurrence of a number state $|n\rangle$ with energy $E_{n}=n \hbar \omega$. The probability $P_{n}$ is given by the Boltzmann distribution law applied to discrete quantum states ([34], p 8),

$$
\begin{equation*}
P_{n}=\frac{\mathrm{e}^{-n \hbar \omega / k T}}{\sum_{n=0}^{\infty} \mathrm{e}^{-n \hbar \omega / k T}}=\left(1-\mathrm{e}^{-\hbar \omega / k T}\right) \sum_{n} \mathrm{e}^{-n \hbar \omega / k T} \tag{39}
\end{equation*}
$$

where $k$ is Boltzmann's constant and $T$ is the temperature in Kelvin. The expectation value of the horizontal beam number operator is

$$
\begin{align*}
\left\langle b_{\alpha}^{\dagger} b_{\alpha}\right\rangle & =\operatorname{Tr}\left(\rho b_{\alpha}^{\dagger} b_{\alpha}\right)=\sum_{n^{\prime}}\left\langle n^{\prime}\right| \rho b_{\alpha}^{\dagger} b_{\alpha}\left|n^{\prime}\right\rangle=\sum_{n^{\prime}} \sum_{n}(1-U) U^{n}\left\langle n^{\prime} \mid n\right\rangle\langle n| b_{\alpha}^{\dagger} b_{\alpha}\left|n^{\prime}\right\rangle \\
& =(1-U) \sum_{n} U^{n}\langle n| b_{\alpha}^{\dagger} b_{\alpha}|n\rangle \tag{40}
\end{align*}
$$

with $U=\exp (-\hbar \omega / k T)$. Substituting the expectation value (28) and rearranging gives

$$
\begin{equation*}
\left\langle b_{\alpha}^{\dagger} b_{\alpha}\right\rangle=t^{2} \frac{U}{1-U} \tag{41}
\end{equation*}
$$

Using the other expectation values for the number state as above, we easily get the results

$$
\begin{equation*}
\left\langle b_{\beta}^{\dagger} b_{\beta}\right\rangle=r^{2} \frac{U}{1-U}, \quad\left\langle b_{\alpha}^{\dagger} b_{\alpha} b_{\beta}^{\dagger} b_{\beta}\right\rangle=t^{2} r^{2} \frac{2 U^{2}}{(1-U)^{2}} \tag{42}
\end{equation*}
$$

Substituting the above into equation (8) gives the degree of second-order coherence for a chaotic state

$$
\begin{equation*}
g^{(2)}=2 \tag{43}
\end{equation*}
$$

Like the result with the coherent state this value lies in the classical range.

### 3.3. Comparison of theoretical and experimental results

GRA's arrangement, figure 1 , gives the degree of second-order coherence $g^{(2)}$ directly by the measurement of $N_{t}, N_{r}$ and $N_{c}$ and use of equation (3). A value of $g^{(2)} \geqslant 1$ would agree with classical mechanics while a zero value would confirm quantum mechanics. In practice, experimental error prevents an exact zero value. Therefore, before comparing experimental and theoretical results, we first derive, following GRA [22], a practical quantum-mechanical prediction.

Let $N$ be the number of decays per second in the window of photomultiplier $\mathrm{PM}_{1}$ of efficiency $\epsilon_{1}$. Then, $N_{1}=\epsilon_{1} N$ is the number of $\nu_{1}$ photons detected per second by $\mathrm{PM}_{1}$. From the atomic decay law (1), the probability $P_{2}$ of a $\nu_{2}$ photon partner of a $\nu_{1}$ photon entering the beam splitter during a gate $\omega$ triggered by $\nu_{1}$ is $1-\exp (-\omega / \tau)$. Because of the angular correlation between $\nu_{1}$ and $\nu_{2}$, the probability $P_{2}$ is increased by a factor $a$ slightly greater than 1 [41]. This probability is denoted by $f(\omega)=a[1-\exp (-\omega / \tau)]$, and is a number close to 1 in GRA's experiment. The probability $P_{2}$ is also increased by accidental $\nu_{2}$ 's. These are $\nu_{2}$ photons that enter the beam splitter whose $\nu_{1}$ partners do not trigger a gate $\omega$. Once a $\nu_{1}$ photon has triggered a gate, the $\nu_{1}$ photons resulting from $N \omega$ decays during the gate $\omega$ cannot trigger another decay. Hence, their $N \omega \nu_{2}$ partners are the accidental $\nu_{2}$ photons. Since $N \omega$ is the number of accidental $\nu_{2}$ 's entering the beam splitter during gate $\omega, N_{1} N \omega$ is the number of accidental $\nu_{2}$ 's entering the beam splitter per second. The probability of an accidental $\nu_{2}$ photon entering the beam splitter is therefore $N_{1} N \omega / N_{1}=N \omega$. Thus,

$$
\begin{equation*}
P_{2}=f(\omega)+N \omega=\frac{N_{2}}{N_{1}} \tag{44}
\end{equation*}
$$



Figure 3. Plot of the function $g^{(2)}(N \omega)$ with $f(w)=0.9$.
where

$$
\begin{equation*}
N_{2}=N_{1}[f(\omega)+N \omega] \tag{45}
\end{equation*}
$$

is the number of $\nu_{2}$ photons that enter the beam splitter per second. Now, define $\epsilon_{t}$ and $\epsilon_{r}$ to be the efficiencies of $\mathrm{PM}_{t}$ and $\mathrm{PM}_{r}$, respectively. These efficiencies include the reflection and transmission coefficients, the collection solid angle and the detector efficiency. The number $N_{t}$ of $v_{2}$ photons transmitted is $N_{t}=\epsilon_{t} N_{2}$, while the number reflected is $\epsilon_{r} N_{2}$. Then, the probabilities of detecting a transmitted $v_{2}$ photon in $\mathrm{PM}_{t}$ and a reflected $v_{2}$ in $\mathrm{PM}_{r}$ are
$p_{t}=\frac{N_{t}}{N_{1}}=\frac{\epsilon_{t} N_{2}}{N_{1}}=\epsilon_{t}[f(\omega)+N \omega], \quad p_{r}=\frac{N_{r}}{N_{1}}=\frac{\epsilon_{r} N_{2}}{N_{1}}=\epsilon_{r}[f(\omega)+N \omega]$.
Since $p_{t}$ and $p_{r}$ are statistically independent classically, the probability of a coincidence count becomes

$$
\begin{equation*}
p_{c}=p_{t} p_{r}=\epsilon_{t} \epsilon_{r}[f(\omega)+N \omega]^{2}=\epsilon_{t} \epsilon_{r}\left[f(\omega)^{2}+2 N \omega f(\omega)+N^{2} \omega^{2}\right] . \tag{47}
\end{equation*}
$$

The term $f(\omega)^{2}$ suggests a repeated detection of the same photon. Since this is not possible, $f(\omega)^{2}$ is set equal to zero. Thus, substituting $f(\omega)^{2}=0$ into equation (47) gives the quantummechanical experimental expression for $p_{c}$. Substituting $p_{t}, p_{r}$ and $p_{c}$ into equation (3) gives

$$
\begin{equation*}
g^{(2)}(N \omega)=\frac{2 N \omega f(\omega)+N^{2} \omega^{2}}{[f(\omega)+N \omega]^{2}} . \tag{48}
\end{equation*}
$$

A plot of this function is given in figure 3. It is noticeable that as the erroneous $N \omega \nu_{2}$ photon count increases compared to $f(\omega)$ the value of $g^{(2)}$ approaches the classical minimum value. GRA's experimental results closely agree with the plot of figure 3, and therefore confirm the quantum-mechanical anticorrelation of the two beams.

## 4. GRA's interference experiment

In the second interference experiment, GRA built a Mach-Zehnder interferometer around the first beam splitter as shown in figure 4. Quantum mechanics predicts that each beam is oppositely modulated and that the fringe visibility of each beam as a function of path difference (or of a phase shift produced by a phase shifter) is 1 . In the experiment, interference fringes with visibility greater than $98 \%$ were observed. Although the interference is expected, this is perhaps the first experiment to demonstrate interference for a genuine single-photon state, as GRA themselves have emphasized.


Figure 4. GRA's interference experiment. The experiment uses the same novel gating system (not shown) to produce a near ideal single-photon state as in GRA's which-path experiment.

## 5. GRA's experiments according to CIEM

GRA concluded from their results that in a which-path measurement a photon does not split at the beam splitter and therefore chooses only one path, but, in a one-photon-at-a-time interference experiment a photon splits at the beam splitter and interferes with itself to produce an interference pattern. They view this result as experimental confirmation of particle-wave duality, and hence, of Bohr's principle of complementarity.

Without doubt, GRA's experiments with the novel and ingenious gating system constitute an important experimental confirmation of quantum mechanics for genuine single-photon states. But, by providing a detailed wave model of both experiments, we want to show that GRA's experiments cannot be regarded as confirmation of particle-wave duality, and hence, nor of Bohr's principle of complementarity.

We refer the reader to [17], but particularly [18] for details of CIEM. Before proceeding we first give an outline of CIEM as given in [13], p 300.

### 5.1. Outline of CIEM

In what follows we use the radiation gauge in which the divergence of the vector potential is zero $\nabla \cdot \boldsymbol{A}(\boldsymbol{x}, t)=0$, and the scalar potential is also zero $\phi(\boldsymbol{x}, t)=0$. In this gauge the electromagnetic field has only two transverse components. Heavyside-Lorentz units are used throughout.

Second quantization is effected by treating the field $\boldsymbol{A}(\boldsymbol{x}, t)$ and its conjugate momentum $\Pi(x, t)$ as operators satisfying the equal-time commutation relations. This procedure is equivalent to introducing a field Schrödinger equation

$$
\begin{equation*}
\int \mathcal{H}\left(\boldsymbol{A}^{\prime}, \boldsymbol{\Pi}^{\prime}\right) \Phi[\boldsymbol{A}, t] \mathrm{d} \boldsymbol{x}^{\prime}=\mathrm{i} \hbar \frac{\partial \Phi[\boldsymbol{A}, t]}{\partial t} \tag{49}
\end{equation*}
$$

where the Hamiltonian density operator $\mathcal{H}$ is obtained from the classical Hamiltonian density of the electromagnetic field,

$$
\begin{equation*}
\mathcal{H}=\frac{1}{2}\left(\boldsymbol{E}^{2}+\boldsymbol{B}^{2}\right)=\frac{1}{2}\left[c^{2} \boldsymbol{\Pi}^{2}+(\nabla \times \boldsymbol{A})^{2}\right] \tag{50}
\end{equation*}
$$

by the operator replacement $\boldsymbol{\Pi} \rightarrow-\mathrm{i} \hbar \delta^{\prime} / \delta^{\prime} \boldsymbol{A} . \boldsymbol{A}^{\prime}$ is shorthand for $\boldsymbol{A}\left(\boldsymbol{x}^{\prime}, t\right)$. In earlier articles $[13,18] \delta^{\prime} / \delta^{\prime} \boldsymbol{A}$ (without the prime) was defined as the variational derivative ${ }^{10}$. This definition leads to the equal-time commutation relations

$$
\left[A_{i}(\boldsymbol{x}, t), \Pi_{j}\left(\boldsymbol{x}^{\prime}, t\right)\right]=-\frac{1}{c}\left[A_{i}(\boldsymbol{x}, t), E_{j}\left(\boldsymbol{x}^{\prime}, t\right)\right]=\mathrm{i} \hbar \delta_{i j} \delta^{3}\left(\boldsymbol{x}-\boldsymbol{x}^{\prime}\right)
$$

Unfortunately, these commutation relations are known to be inconsistent with both Gauss's law in free space, $\nabla \cdot \boldsymbol{E}=0$, and the Coulomb gauge condition, $\nabla \cdot \boldsymbol{A}=0$, since it follows from these that either of the two left-hand side terms is zero, whereas the divergence of the delta function $\delta^{3}\left(\boldsymbol{x}-\boldsymbol{x}^{\prime}\right)$ is not zero. We noted this inconsistency in our original development of CIEM [18], but justified this simplification by noting that it leads to the correct equations of motion. This justification, however, has recently been criticized by Struyve in [31], p 88. ${ }^{11}$ As is well known, the commutation relations that are consistent with $\nabla \cdot \boldsymbol{E}=0$ and $\nabla \cdot \boldsymbol{A}=0$ are

$$
\begin{equation*}
\left[A_{i}(\boldsymbol{x}, t), \Pi_{j}\left(\boldsymbol{x}^{\prime}, t\right)\right]=\mathrm{i} \hbar \delta_{i j}^{\mathrm{tr}}\left(\boldsymbol{x}-\boldsymbol{x}^{\prime}\right) \tag{51}
\end{equation*}
$$

where $\delta_{i j}^{\mathrm{tr}}\left(\boldsymbol{x}-\boldsymbol{x}^{\prime}\right)$ is the transverse delta function defined by [42, 43]
$\delta_{i j}^{\mathrm{tr}}\left(\boldsymbol{x}-\boldsymbol{x}^{\prime}\right)=\frac{1}{(2 \pi)^{3}} \int \mathrm{e}^{\mathrm{i} \boldsymbol{k} \cdot\left(\boldsymbol{x}-\boldsymbol{x}^{\prime}\right)}\left(\delta_{i j}-\frac{k_{i} k_{j}}{\boldsymbol{k}^{2}}\right) \mathrm{d}^{3} \boldsymbol{k}=\left(\delta_{i j}-\frac{\partial_{i} \partial_{j}}{\nabla^{2}}\right) \delta^{3}\left(\boldsymbol{x}-\boldsymbol{x}^{\prime}\right)$.
We can establish consistency with the correct equal-time commutation relations, equation (51), by modifying the definition of the momentum operator as follows:

$$
\Pi_{i}=-\mathrm{i} \hbar \frac{\delta}{\delta A_{i}}=-\mathrm{i} \hbar\left(\frac{\delta^{\prime}}{\delta^{\prime} A_{i}}-\sum_{k} \frac{\partial_{i} \partial_{k}}{\nabla^{2}} \frac{\delta^{\prime}}{\delta^{\prime} A_{k}}\right)
$$

where $\delta^{\prime} / \delta^{\prime} A_{k}$ is the usual functional derivative defined in footnote 10.
We note that the definition of the normal mode momentum operator given in the original article in which CIEM is developed [18] is consistent with the correct commutation relations, equation (51), and does not need modification.

The solution of the field Schrödinger equation is the wave functional $\Phi[\boldsymbol{A}, t]$. The square of the modulus of the wave functional $|\Phi[\boldsymbol{A}, t]|^{2}$ gives the probability density for a given field configuration $\boldsymbol{A}(\boldsymbol{x}, t)$. This suggests that we take $\boldsymbol{A}(\boldsymbol{x}, t)$ as a beable. Thus, as we have already said, the basic ontology is that of a field; there are no photon particles.

We substitute $\Phi=R[\boldsymbol{A}, t] \exp (\mathrm{i} S[\boldsymbol{A}, t] / \hbar)$, where $R[\boldsymbol{A}, t]$ and $S[\boldsymbol{A}, t]$ are two real functionals which codetermine one another, into the field Schrödinger equation. Then, differentiating, rearranging and equating imaginary terms gives a continuity equation:

$$
\begin{equation*}
\frac{\partial R^{2}}{\partial t}+c^{2} \int \frac{\delta}{\delta \boldsymbol{A}^{\prime}}\left(R^{2} \frac{\delta S}{\delta \boldsymbol{A}^{\prime}}\right) \mathrm{d} \boldsymbol{x}^{\prime}=0 \tag{52}
\end{equation*}
$$

${ }^{10}$ For a scalar function $\phi$ the variational or functional derivative is defined as

$$
\frac{\delta^{\prime}}{\delta^{\prime} \phi}=\frac{\partial}{\partial \phi}-\Sigma_{i}\left(\frac{\partial}{\partial\left(\frac{\partial \phi}{\partial x_{i}}\right)}\right)
$$

([44], p 494). For a vector function $\boldsymbol{A}$ we have defined it to be

$$
\frac{\delta}{\delta \boldsymbol{A}}=\frac{\delta}{\delta A_{x}} i+\frac{\delta}{\delta A_{y}} j+\frac{\delta}{\delta A_{z}} \boldsymbol{k}
$$

[^4]The continuity equation is interpreted as expressing conservation of probability in function space. Equating real terms gives a Hamilton-Jacobi-type equation:

$$
\begin{equation*}
\frac{\partial S}{\partial t}+\frac{1}{2} \int\left(\frac{\delta S}{\delta \boldsymbol{A}^{\prime}}\right)^{2} c^{2}+\left(\nabla \times \boldsymbol{A}^{\prime}\right)^{2}+\left(-\frac{\hbar^{2} c^{2}}{R} \frac{\delta^{2} R}{\delta \boldsymbol{A}^{\prime 2}}\right) \mathrm{d} \boldsymbol{x}^{\prime}=0 \tag{53}
\end{equation*}
$$

This Hamilton-Jacobi equation differs from its classical counterpart by the extra classical term

$$
\begin{equation*}
Q=-\frac{1}{2} \int \frac{\hbar^{2} c^{2}}{R} \frac{\delta^{2} R}{\delta \boldsymbol{A}^{\prime 2}} \mathrm{~d} \boldsymbol{x}^{\prime} \tag{54}
\end{equation*}
$$

which we call the field quantum potential.
By analogy with classical Hamilton-Jacobi theory we define the total energy and momentum conjugate to the field as

$$
\begin{equation*}
E=-\frac{\partial S[\boldsymbol{A}]}{\partial t}, \quad \Pi=\frac{\delta S[\boldsymbol{A}]}{\delta \boldsymbol{A}} \tag{55}
\end{equation*}
$$

In addition to the beables $\boldsymbol{A}(\boldsymbol{x}, t)$ and $\boldsymbol{\Pi}(\boldsymbol{x}, t)$, we can define other field beables: the electric field, the magnetic induction, the energy and energy density, the momentum and momentum density, the intensity, etc. Formulae for these beables are obtained by replacing $\Pi$ by $\delta S / \delta \boldsymbol{A}$ in the classical formula.

Thus, we can picture an electromagnetic field as a field in the classical sense, but with the additional property of nonlocality. That the field is inherently nonlocal, meaning that an interaction at one point in the field instantaneously influences the field at all other points, can be seen in two ways: first, by using Euler's method of finite differences a functional can be approximated as a function of infinitely many variables: $\Phi[\boldsymbol{A}, t] \rightarrow \Phi\left(\boldsymbol{A}_{1}, \boldsymbol{A}_{2}, \ldots, t\right)$. Comparison with a many-body wavefunction $\psi\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, t\right)$ reveals the nonlocality. The second way is from the equation of motion of $\boldsymbol{A}(\boldsymbol{x}, t)$, i.e., the free field wave equation. This is obtained by taking the functional derivative of the Hamilton-Jacobi equation, (53):

$$
\begin{equation*}
\nabla^{2} \boldsymbol{A}-\frac{1}{c^{2}} \frac{\partial^{2} \boldsymbol{A}}{\partial t^{2}}=\frac{\delta Q}{\delta \boldsymbol{A}} \tag{56}
\end{equation*}
$$

In general, $\delta Q / \delta \boldsymbol{A}$ will involve an integral over space in which the integrand contains $\boldsymbol{A}(\boldsymbol{x}, t)$. This means that the way $\boldsymbol{A}(\boldsymbol{x}, t)$ changes with time at one point depends on $\boldsymbol{A}(\boldsymbol{x}, t)$ at all other points, hence the inherent nonlocality.

### 5.2. Normal mode coordinates

To proceed it is mathematically easier to expand $\boldsymbol{A}(\boldsymbol{x}, t)$ and $\boldsymbol{\Pi}(\boldsymbol{x}, t)$ as Fourier series
$\boldsymbol{A}(\boldsymbol{x}, t)=\frac{1}{V^{\frac{1}{2}}} \sum_{k \mu} \hat{\varepsilon}_{k \mu} q_{k \mu}(t) \mathrm{e}^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}}, \quad \boldsymbol{\Pi}(\boldsymbol{x}, t)=\frac{1}{V^{\frac{1}{2}}} \sum_{k \mu} \hat{\varepsilon}_{k \mu} \pi_{k \mu}(t) \mathrm{e}^{-\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}}$,
where the field is assumed to be enclosed in a large volume $V=L^{3}$. The wavenumber $k$ runs from $-\infty$ to $+\infty$ and $\mu=1,2$ is the polarization index. For $\boldsymbol{A}(\boldsymbol{x}, t)$ to be a real function we must have

$$
\begin{equation*}
\hat{\varepsilon}_{-k \mu} q_{-k \mu}=\hat{\varepsilon}_{k \mu} q_{k \mu}^{*} \tag{58}
\end{equation*}
$$

Substituting equations (50) and (57) into equation (49) gives the Schrödingier equation in terms of the normal mode coordinates $q_{k \mu}$ :

$$
\begin{equation*}
\frac{1}{2} \sum_{k \mu}\left(-\hbar^{2} c^{2} \frac{\partial^{2} \Phi}{\partial q_{k \mu}^{*} \partial q_{k \mu}}+\kappa^{2} q_{k \mu}^{*} q_{k \mu} \Phi\right)=\mathrm{i} \hbar \frac{\partial \Phi}{\partial t} \tag{59}
\end{equation*}
$$

The solution $\Phi\left(q_{k \mu}, t\right)$ is an ordinary function of all the normal mode coordinates and this simplifies proceedings.

We substitute $\Phi=R\left(q_{k \mu}, t\right) \exp \left[\mathrm{i} S\left(q_{k \mu}, t\right) / \hbar\right]$, where $R\left(q_{k \mu}, t\right)$ and $S\left(q_{k \mu}, t\right)$ are real functions which codetermine one another, into equation (59). Then, differentiating, rearranging and equating real terms gives the continuity equation in terms of normal modes:

$$
\begin{equation*}
\frac{\partial R^{2}}{\partial t}+\sum_{k \mu}\left[\frac{c^{2}}{2} \frac{\partial}{\partial q_{k \mu}}\left(R^{2} \frac{\partial S}{\partial q_{k \mu}^{*}}\right)+\frac{c^{2}}{2} \frac{\partial}{\partial q_{k \mu}^{*}}\left(R^{2} \frac{\partial S}{\partial q_{k \mu}}\right)\right]=0 \tag{60}
\end{equation*}
$$

Equating imaginary terms gives the Hamilton-Jacobi equation in terms of normal modes:

$$
\begin{equation*}
\frac{\partial S}{\partial t}+\sum_{k \mu}\left[\frac{c^{2}}{2} \frac{\partial S}{\partial q_{k \mu}^{*}} \frac{\partial S}{\partial q_{k \mu}}+\frac{\kappa^{2}}{2} q_{k \mu}^{*} q_{k \mu}+\left(-\frac{\hbar^{2} c^{2}}{2 R} \frac{\partial^{2} R}{\partial q_{k \mu}^{*} \partial q_{k \mu}}\right)\right]=0 \tag{61}
\end{equation*}
$$

The term

$$
\begin{equation*}
Q=-\sum_{k \mu} \frac{\hbar^{2} c^{2}}{2 R} \frac{\partial^{2} R}{\partial q_{k \mu}^{*} \partial q_{k \mu}} \tag{62}
\end{equation*}
$$

is the field quantum potential. Again, by analogy with the classical Hamilton-Jacobi theory we define the total energy and the conjugate momenta as

$$
\begin{equation*}
E=-\frac{\partial S}{\partial t}, \quad \pi_{k \mu}=\frac{\partial S}{\partial q_{k \mu}}, \quad \pi_{k \mu}^{*}=\frac{\partial S}{\partial q_{k \mu}^{*}} \tag{63}
\end{equation*}
$$

The square of the modulus of the wave function $\left|\Phi\left(q_{k \mu}, t\right)\right|^{2}$ is the probability density for each $q_{k \mu}(t)$ to take a particular value at time $t$. Substituting a particular set of values of $q_{k \mu}(t)$ at time $t$ into equation (57) gives a particular field configuration at time $t$, as before. Substituting the initial values of $q_{k \mu}(t)$ gives the initial field configuration.

The normalized ground state solution of the Schrödinger equation is given by

$$
\begin{equation*}
\Phi_{0}=N \exp \left(-\sum_{k \mu}(\kappa / 2 \hbar c) q_{k \mu}^{*} q_{k \mu}\right) \exp \left(-\sum_{k} \mathrm{i} \kappa c t / 2\right) \tag{64}
\end{equation*}
$$

with $N=\prod_{k=1}^{\infty}(k / \hbar c \pi)^{\frac{1}{2}} .{ }^{12}$ Higher excited states are obtained by the action of the creation operator $a_{k \mu}^{\dagger}$ :

$$
\begin{equation*}
\Phi_{n_{k \mu}}=\frac{\left(a_{k \mu}^{\dagger}\right)^{n_{k \mu}}}{\sqrt{n_{k \mu}!}} \Phi_{0} \mathrm{e}^{-\mathrm{i} n_{k \mu} k c t} \tag{65}
\end{equation*}
$$

For a normalized ground state, the higher excited states remain normalized. For the ease of writing we will not include the normalization factor $N$ in most expressions, but normalization of states will be assumed when calculating expectation values.

Again, the formula for the field beables is obtained by replacing the conjugate momenta $\pi_{k \mu}$ and $\pi_{k \mu}^{*}$ by $\partial S / \partial q_{k \mu}$ and $\partial S / \partial q_{k \mu}^{*}$ in the corresponding classical formula. The following is a list of formulae for the beables:

The vector potential $\boldsymbol{A}(\boldsymbol{x}, t)$ is given in equation (57). The electric field is

$$
\begin{equation*}
\boldsymbol{E}(\boldsymbol{x}, t)=-c \boldsymbol{\Pi}(\boldsymbol{x}, t)=-\frac{1}{c} \frac{\partial \boldsymbol{A}}{\partial t}=-\frac{c}{V^{\frac{1}{2}}} \sum_{k \mu} \hat{\varepsilon}_{k \mu} \frac{\partial S}{\partial q_{k \mu}} \mathrm{e}^{-\mathrm{i} k \cdot \boldsymbol{x}} \tag{66}
\end{equation*}
$$

[^5]The magnetic induction is

$$
\begin{equation*}
\boldsymbol{B}(\boldsymbol{x}, t)=\nabla \times \boldsymbol{A}(\boldsymbol{x}, t)=\frac{\mathrm{i}}{V^{\frac{1}{2}}} \sum_{k \mu}\left(\boldsymbol{k} \times \hat{\varepsilon}_{k \mu}\right) q_{k \mu}(t) \mathrm{e}^{\mathrm{i} k \cdot \boldsymbol{x}} . \tag{67}
\end{equation*}
$$

We may also define the energy density, which includes the quantum potential density (see [18]), but we will not write these here as we will not need them. The total energy is found by integrating the energy density over $V$ to get

$$
\begin{equation*}
E=-\frac{\partial S}{\partial t}=\sum_{k \mu}\left[\frac{c^{2}}{2} \frac{\partial S}{\partial q_{k \mu}^{*}} \frac{\partial S}{\partial q_{k \mu}}+\frac{\kappa^{2}}{2} q_{k \mu}^{*} q_{k \mu}+\left(-\frac{\hbar^{2} c^{2}}{2 R} \frac{\partial^{2} R}{\partial q_{k \mu}^{*} \partial q_{k \mu}}\right)\right] \tag{68}
\end{equation*}
$$

The intensity is equal to the momentum density multiplied by $c^{2}$ :

$$
\begin{equation*}
\boldsymbol{I}(\boldsymbol{x}, t)=c^{2} \mathcal{G}=\frac{-\mathrm{i} c^{2}}{V} \sum_{k \mu} \sum_{k^{\prime} \mu^{\prime}}\left[\hat{\varepsilon}_{k^{\prime} \mu^{\prime}} \times\left(\boldsymbol{k} \times \hat{\varepsilon}_{k \mu}\right) \frac{\partial S}{\partial q_{k^{\prime} \mu^{\prime}}} q_{k \mu} \mathrm{e}^{\mathrm{i}\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) \cdot \boldsymbol{x}}\right] . \tag{69}
\end{equation*}
$$

We have adopted the classical definition of intensity in which the intensity is equal to the Poynting vector (in Heavyside-Lorentz units), i.e., $\boldsymbol{I}=c(\boldsymbol{E} \times \boldsymbol{B})$. The definition leads to a moderately simple formula for the intensity beable. We note that the above definition contains a zero point intensity. But, because $\boldsymbol{I}$ is a vector (whereas energy is not) the contributions to the zero point intensity from individual waves with wave vector $\boldsymbol{k}$ cancel each other because of symmetry; for each $\boldsymbol{k}$ there is another $\boldsymbol{k}$ pointing in the opposite direction. The above, however, is not the definition normally used in quantum optics. This is probably because, although it leads to a simple formula for the intensity beable, it leads to a very cumbersome expression for the intensity operator in terms of the creation and annihilation operators:

$$
\begin{align*}
\hat{\boldsymbol{I}}= & \frac{-\hbar c^{2}}{4 V} \sum_{k \mu} \sum_{k^{\prime} \mu^{\prime}}\left[\frac{k}{k^{\prime}} \hat{\varepsilon}_{k \mu} \times\left(\boldsymbol{k}^{\prime} \times \hat{\varepsilon}_{k^{\prime} \mu^{\prime}}\right)-\frac{k^{\prime}}{k}\left(\boldsymbol{k} \times \hat{\varepsilon}_{k \mu}\right) \times \hat{\varepsilon}_{k^{\prime} \mu^{\prime}}\right] \\
& \times\left[\hat{a}_{k \mu} \hat{a}_{k^{\prime} \mu^{\prime}} \mathrm{e}^{\mathrm{i}\left(\boldsymbol{k}+\boldsymbol{k}^{\prime}\right) \cdot \boldsymbol{x}}-\hat{a}_{k \mu} \hat{a}_{k^{\prime} \mu^{\prime}}^{\dagger} \mathrm{e}^{\mathrm{i}\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) \cdot \boldsymbol{x}}-\hat{a}_{k \mu}^{\dagger} \hat{a}_{k^{\prime} \mu^{\prime}} \mathrm{e}^{-\mathrm{i}\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) \cdot \boldsymbol{x}}+\hat{a}_{k \mu}^{\dagger} \hat{a}_{k^{\prime} \mu^{\prime}}^{\dagger} \mathrm{e}^{-\mathrm{i}\left(\boldsymbol{k}+\boldsymbol{k}^{\prime}\right) \cdot \boldsymbol{x}}\right] . \tag{70}
\end{align*}
$$

In quantum optics the intensity operator is defined instead as $\hat{\boldsymbol{I}}=c\left(\hat{\boldsymbol{E}}^{+} \times \hat{\boldsymbol{B}}^{-}-\hat{\boldsymbol{B}}^{-} \times \hat{\boldsymbol{E}}^{+}\right)$, and leads to a much simpler expression in terms of creation and annihilation operators

$$
\begin{equation*}
\hat{\boldsymbol{I}}=\frac{\hbar c^{2}}{V} \sum_{k \mu} \sum_{k^{\prime} \mu^{\prime}} \hat{\boldsymbol{k}} \sqrt{k k^{\prime}} \hat{\boldsymbol{a}}_{k \mu}^{\dagger} \hat{a}_{k^{\prime} \mu^{\prime}} \mathrm{e}^{\mathrm{i}\left(\boldsymbol{k}^{\prime}-\boldsymbol{k}\right) \cdot \boldsymbol{x}} . \tag{71}
\end{equation*}
$$

This definition is justified because it is proportional to the dominant term in the interaction Hamiltonian for the photoelectric effect upon which instruments that measure intensity are based. We note that the two forms of the intensity operator lead to identical expectation values and perhaps further justify the simpler definition of the intensity operator.

From the above we see that objects such as $q_{k \mu}, \pi_{k \mu}$, etc. regarded as time-independent operators in the Schrödinger picture of the usual interpretation, become functions of time in CIEM.

For a given state $\Phi\left(q_{k \mu}, t\right)$ of the field we determine the beables by first finding $\partial S / \partial q_{k \mu}$ and its complex conjugate using the formula

$$
\begin{equation*}
S=\left(\frac{\hbar}{2 \mathrm{i}}\right) \ln \left(\frac{\Phi}{\Phi^{*}}\right) . \tag{72}
\end{equation*}
$$

This gives the beables as functions of the $q_{k \mu}(t)$ and $q_{k \mu}^{*}(t)$. The beables can then be obtained in terms of the initial values by solving the equations of motion for $q_{k \mu}(t)$ and $q_{k \mu}^{*}(t)$. There
are two alternative but equivalent forms of the equations of motion. The first follows from the classical formula

$$
\begin{equation*}
\pi_{k \mu}=\frac{\partial \mathcal{L}}{\partial\left(\frac{\mathrm{d} q_{k \mu}}{\mathrm{~d} t}\right)}=\frac{1}{c^{2}} \frac{\mathrm{~d} q_{k \mu}^{*}}{\mathrm{~d} t} \tag{73}
\end{equation*}
$$

where $\mathcal{L}$ is the Lagrangian density of the electromagnetic field, by replacing $\pi_{k \mu}$ by $\partial S / \partial q_{k \mu}$. This gives the equations of motion

$$
\begin{equation*}
\frac{1}{c^{2}} \frac{\mathrm{~d} q_{k \mu}^{*}(t)}{\mathrm{d} t}=\frac{\partial S}{\partial q_{k \mu}(t)} \tag{74}
\end{equation*}
$$

The second form of the equations of motion for $q_{k \mu}$ is obtained by differentiating the HamiltonJacobi equation (61) by $q_{k \mu}^{*}$. This gives the wave equations

$$
\begin{equation*}
\frac{1}{c^{2}} \frac{\mathrm{~d}^{2} q_{k \mu}^{*}}{\mathrm{~d} t^{2}}+\kappa^{2} q_{k \mu}^{*}=-\frac{\partial Q}{\partial q_{k \mu}} \tag{75}
\end{equation*}
$$

The corresponding equations for $q_{k \mu}$ are the complex conjugates of the above. These equations of motion differ from the classical free field wave equation by the derivative of the quantum potential. From this it follows that where the quantum potential is zero or small the quantum field behaves like a classical field. In applications we will obviously choose to solve the simpler equation (74).

We conclude with a few words to clarify our model. The electromagnetic field beables are $\boldsymbol{E}(\boldsymbol{x}, t)$ and $\boldsymbol{B}(\boldsymbol{x}, t)$ and are objectively existing entities in real space. The state $\Phi=R \exp [\mathrm{i} S / \hbar]$ is made up of the $R$ and $S$ functionals. By thinking in terms of the approximation of a functional as a function of infinitely many variables or in terms of normal mode coordinates we can picture $R$ and $S$ as connecting the field coordinates and shaping the behaviour of the field through the equations of motion (74) or (75), but the $R$ and $S$ beables (and hence the state $\Phi$ ) are not the electromagnetic field itself. The $R$ and $S$ beables codetermine one another and the motion of the field can be determined from either one without reference to the other. This is reflected in the two possible forms of the equations of motion.

### 5.3. GRA's which-path experiment according to CIEM

Refer to figure 1. To keep the mathematics simple we assume (a) a symmetrical beam splitter so that the reflection and transmission coefficients are equal and given by $r=t=1 / \sqrt{2}$, (b) $\mathrm{a} \pi / 2$ phase shift upon reflection and (c) no phase shift upon transmission. With this in mind, the state of the photon after the beam splitter but before the mirrors and phase shifter is

$$
\begin{equation*}
\Phi_{I}=\frac{1}{\sqrt{2}}\left(\Phi_{\alpha}+\mathrm{i} \Phi_{\beta}\right) \tag{76}
\end{equation*}
$$

where $\Phi_{\alpha}$ and $\Phi_{\beta}$ are the solutions of the normal mode Schrödinger equation and are given by
$\Phi_{\alpha}\left(q_{k \mu}, t\right)=\left(\frac{2 \kappa_{\alpha}}{\hbar c}\right)^{\frac{1}{2}} \alpha_{k_{\alpha} \mu_{\alpha}}^{*} \Phi_{0} \mathrm{e}^{-\mathrm{i} \kappa_{\alpha} c t}, \quad \Phi_{\beta}\left(q_{k \mu}, t\right)=\left(\frac{2 \kappa_{\beta}}{\hbar c}\right)^{\frac{1}{2}} \beta_{k_{\beta} \mu_{\beta}}^{*} \Phi_{0} \mathrm{e}^{-\mathrm{i} \kappa_{\beta} c t}$,
$\Phi_{0}\left(q_{k \mu}, t\right)=N \exp \left(-\sum_{k \mu}(\kappa / 2 \hbar c) q_{k \mu}^{*} q_{k \mu}\right) \exp \left(-\sum_{k} \mathrm{i} \kappa c t / 2\right)$.
The magnitudes of the $k$-vectors are equal, i.e., $k_{\alpha}=k_{\beta}=k_{0}$. The $\alpha_{k_{\alpha} \mu_{\alpha}}$ normal mode coordinates represent the horizontal beam and the $\beta_{k_{\beta} \mu_{\beta}}$ coordinates represent the vertical
beam. It is clear that the single-photon input state $\Phi_{i}\left(q_{k \mu}, t\right)=\left(2 \kappa_{0} /(\hbar c)\right)^{\frac{1}{2}} q_{k_{0} \mu_{0}}^{*}(t) \Phi_{0} \mathrm{e}^{-\mathrm{i} \kappa_{0} c t}$ is split by the beam splitter into two beams. This remains true irrespective of whether a subsequent measurement is a which-path measurement or it is the observation of interference. The mathematical description is unique.

In CIEM the normal mode coordinates are regarded as functions of time and represent an actually existing electromagnetic field. The modulus squared of the wavefunction is a probability density from which the probabilities for the normal modes to have particular values are found. The totality of these probabilities gives the probability for a particular field configuration. Thus, the ontology is that of a field; there are no photon particles. In fact, for a number state the most probable field configuration is one or more plane waves which, in general, are nonlocal ([18], p 326). As we mentioned earlier, in CIEM we use the term photon to refer to a quantum of energy $\hbar \omega$ (or an average about this value for a wave packet) without in any way implying particle properties.

To find the equations of motion for the normal mode coordinates we first find $S$ from $\Phi_{I}=R\left(q_{k \mu}, t\right) \exp \left(\mathrm{i} S\left(q_{k \mu}, t\right)\right)$ and then substitute into

$$
\begin{equation*}
\frac{1}{c^{2}} \frac{\mathrm{~d} q_{k \mu}^{*}(t)}{\mathrm{d} t}=\frac{\partial S}{\partial q_{k \mu}(t)} \tag{78}
\end{equation*}
$$

This gives the equations of motion

$$
\begin{align*}
& \frac{\mathrm{d} \alpha_{k_{\alpha} \mu_{\alpha}}^{*}}{\mathrm{~d} t}=c^{2} \frac{\partial S}{\partial \alpha_{k_{\alpha} \mu_{\alpha}}}=\frac{\hbar c^{2}}{2} \frac{\mathrm{i}}{\left(\alpha_{k_{\alpha} \mu_{\alpha}}-\mathrm{i} \beta_{k_{\beta} \mu_{\beta}}\right)},  \tag{79}\\
& \frac{\mathrm{d} \beta_{k_{\beta} \mu_{\beta}}^{*}}{\mathrm{~d} t}=c^{2} \frac{\partial S}{\partial \beta_{k_{\beta} \mu_{\beta}}}=\frac{\hbar c^{2}}{2} \frac{1}{\left(\alpha_{k_{\alpha} \mu_{\alpha}}-\mathrm{i} \beta_{k_{\beta} \mu_{\beta}}\right)},  \tag{80}\\
& \frac{\mathrm{d} q_{k \mu}^{*}}{\mathrm{~d} t}=c^{2} \frac{\partial S}{\partial q_{k \mu}}=0, \quad \text { for } \quad k \neq \pm k_{\alpha}, \pm k_{\beta} . \tag{81}
\end{align*}
$$

Equations (79) and (80) are coupled differential equations and the coupling indicates that the two beams are nonlocally connected. The solutions are

$$
\begin{align*}
& \alpha_{k_{\alpha} \mu_{\alpha}}^{*}(t)=\alpha_{0} \mathrm{e}^{\mathrm{i}\left(\omega_{\alpha} t+\sigma_{0}\right)}, \quad \beta_{k_{\beta} \mu_{\beta}}^{*}(t)=\beta_{0} \mathrm{e}^{\mathrm{i}\left(\omega_{\beta} t+\tau_{0}\right)}, \quad q_{k \mu}^{*}(t)=q_{k \mu 0} \mathrm{e}^{\mathrm{i} \mathrm{i} k \mu 0} \\
& \text { for } \quad k \neq \pm k_{\alpha}, \pm k_{\beta}, \tag{82}
\end{align*}
$$

where $\sigma_{0}$ and $\tau_{0}$ are integration constants corresponding to the initial phases, and $\alpha_{0}$ and $\beta_{0}$ are constant initial amplitudes. The omega's, $\omega_{\alpha}=\hbar c^{2} / 4 \alpha_{0}^{2}$ and $\omega_{\beta}=\hbar c^{2} / 4 \beta_{0}^{2}$, are nonclassical frequencies which depend on the amplitudes $\alpha_{0}$ and $\beta_{0}$. The vector potential, electric intensity, magnetic induction and intensity beables are given by the formulae

$$
\begin{align*}
& \boldsymbol{A}(\boldsymbol{x}, t)=\frac{1}{V^{\frac{1}{2}}} \sum_{k \mu} \hat{\varepsilon}_{k \mu} q_{k \mu}(t) \mathrm{e}^{\mathrm{i} k \cdot \boldsymbol{x}}, \\
& \boldsymbol{E}(\boldsymbol{x}, t)=-c \boldsymbol{\Pi}(\boldsymbol{x}, t)=-\frac{1}{c} \frac{\partial \boldsymbol{A}}{\partial t}=-\frac{c}{V^{\frac{1}{2}}} \sum_{k \mu} \hat{\varepsilon}_{k \mu} \frac{\partial S}{\partial q_{k \mu}} \mathrm{e}^{-\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}}, \\
& \boldsymbol{B}(\boldsymbol{x}, t)=\nabla \times \boldsymbol{A}(\boldsymbol{x}, t)=\frac{\mathrm{i}}{V^{\frac{1}{2}}} \sum_{k \mu}\left(\boldsymbol{k} \times \hat{\varepsilon}_{k \mu}\right) q_{k \mu}(t) \mathrm{e}^{\mathrm{i} k \cdot \boldsymbol{x}}  \tag{83}\\
& \boldsymbol{I}(\boldsymbol{x}, t)=c^{2} \boldsymbol{\mathcal { G }}=\frac{-\mathrm{i} c^{2}}{V} \sum_{k \mu} \sum_{k^{\prime} \mu^{\prime}}\left[\hat{\varepsilon}_{k^{\prime} \mu^{\prime}} \times\left(\boldsymbol{k} \times \hat{\varepsilon}_{k \mu}\right) \frac{\partial S}{\partial q_{k^{\prime} \mu^{\prime}}} q_{k \mu} \mathrm{e}^{\mathrm{i}\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) \cdot \boldsymbol{x}}\right] .
\end{align*}
$$

Substituting equations (79)-(82) into the above formulae gives the field beables associated with the state $\Phi_{I}$ :

$$
\begin{align*}
& \boldsymbol{A}_{I}(x, t)=\frac{2}{V^{\frac{1}{2}}}\left(\hat{\varepsilon}_{k_{\alpha} \mu_{\alpha}} \alpha_{0} \cos \Theta_{\alpha}+\hat{\varepsilon}_{k_{\beta} \mu_{\beta}} \beta_{0} \cos \Theta_{\beta}\right)+\frac{\boldsymbol{u}_{I}(\boldsymbol{x})}{V^{\frac{1}{2}}} \\
& \boldsymbol{E}_{I}(\boldsymbol{x}, t)=\frac{-\hbar c}{2 V^{\frac{1}{2}}}\left(\frac{\hat{\varepsilon}_{k_{\alpha} \mu_{\alpha}}}{\alpha_{0}} \sin \Theta_{\alpha}+\frac{\hat{\varepsilon}_{k_{\beta} \mu_{\beta}}}{\beta_{0}} \sin \Theta_{\beta}\right),  \tag{84}\\
& \boldsymbol{B}_{I}(\boldsymbol{x}, t)=\frac{-2}{V^{\frac{1}{2}}}\left[\left(\boldsymbol{k}_{\alpha} \times \hat{\varepsilon}_{k_{\alpha} \mu_{\alpha}}\right) \alpha_{0} \sin \Theta_{\alpha}+\left(\boldsymbol{k}_{\beta} \times \hat{\varepsilon}_{k_{\beta} \mu_{\beta}}\right) \beta_{0} \sin \Theta_{\beta}\right]+\frac{\boldsymbol{v}_{I}(\boldsymbol{x})}{V^{\frac{1}{2}}} \\
& \boldsymbol{I}_{I}(\boldsymbol{x}, t)=\frac{\hbar c^{2}}{2 V}\left(\boldsymbol{k}_{\alpha}+\boldsymbol{k}_{\beta}-\boldsymbol{k}_{\alpha} \cos 2 \Theta_{\alpha}-\boldsymbol{k}_{\beta} \cos 2 \Theta_{\beta}\right)-\frac{\boldsymbol{f}_{I}(\boldsymbol{x}) \boldsymbol{g}_{I}(\boldsymbol{x}, t)}{V} \tag{85}
\end{align*}
$$

with $\Theta_{\alpha}=\boldsymbol{k}_{\alpha} \cdot \boldsymbol{x}-\omega_{\alpha} t-\sigma_{0}$ and $\Theta_{\beta}=\boldsymbol{k}_{\beta} \cdot \boldsymbol{x}-\omega_{\beta} t-\tau_{0}$, and

$$
\begin{align*}
& \boldsymbol{u}_{I}(\boldsymbol{x})=\sum_{\substack{k \mu \\
k \neq \pm k_{\alpha}, \pm k_{\beta}}} \hat{\varepsilon}_{k \mu} q_{k \mu} \mathrm{e}^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}}, \boldsymbol{v}_{I}(\boldsymbol{x})=\nabla \times \boldsymbol{u}_{I}(\boldsymbol{x})=\mathrm{i} \sum_{\substack{k \mu \\
k \neq \pm k_{\alpha}, \pm k_{\beta}}}\left(\boldsymbol{k} \times \hat{\varepsilon}_{k \mu}\right) q_{k \mu} \mathrm{e}^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}},  \tag{86}\\
& \boldsymbol{f}_{I}(\boldsymbol{x})=\mathrm{i} \hbar c^{2} \sum_{\substack{k \mu \\
k \neq \pm k_{\alpha}, \pm k_{\beta}}} \hat{\varepsilon}_{k_{\alpha} \mu_{\alpha}} \times\left(\boldsymbol{k} \times \hat{\varepsilon}_{k \mu}\right) q_{k \mu} \mathrm{e}^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}}, \quad \boldsymbol{g}_{I}(\boldsymbol{x}, t)=\sin \Theta_{\alpha}+\sin \Theta_{\beta} \tag{87}
\end{align*}
$$

Complementarity is not a direct interpretation of the mathematical formalism, so that the uniqueness of the mathematical description is not reflected in the duality of complementary concepts. The ontology of CIEM, on the other hand, is a direct interpretation of the elements of the mathematical formalism. The beables above therefore reflect the splitting of the state $\Phi_{i}$ into two beams. In other words, the photon always splits at the beam splitter irrespective of the nature of any planned future measurement.

Quantum mechanics predicts that in a which-path measurement a photon will be detected in only one path. Feeble light experiments of the past have confirmed this prediction indirectly, while GRA's which-path experiment provides direct confirmation. Our CIEM model must therefore explain how a photon is detected in only one path, even though the photon must split at the beam splitter. To see how this comes about we outline the interaction of the electromagnetic field in state $\Phi_{I}$ with the photomultipliers. For mathematical simplicity we model the photomultipliers $\mathrm{PM}_{t}$ and $\mathrm{PM}_{r}$ as hydrogen atoms. We assume that the incident photon has sufficient energy to ionize one of the hydrogen atoms.

The treatment we give here is a short summary of a more detailed outline given in ([13], p 310). The initial state of the field before interaction with the hydrogen atom is given by equation (76). The initial state of the hydrogen atom is

$$
\begin{equation*}
u_{i}(\boldsymbol{x}, t)=\frac{1}{\sqrt{\pi a^{3}}} \mathrm{e}^{-r / a} \mathrm{e}^{-\mathrm{i} E_{e i} t / \hbar} \tag{88}
\end{equation*}
$$

where $a=4 \pi \hbar^{2} / \mu e^{2}$ is the Bohr magneton. With the initial state $\Phi_{I_{k \mu} i}\left(q_{k \mu}, \boldsymbol{x}, t\right)=$ $\Phi_{I_{k \mu}}\left(q_{k \mu}, t\right) u_{i}(\boldsymbol{x}, t)$, the Schrödinger equation

$$
\begin{equation*}
\mathrm{i} \hbar \frac{\partial \Phi}{\partial t}=\left(H_{R}+H_{A}+H_{I}\right) \Phi \tag{89}
\end{equation*}
$$

can be solved by using the standard perturbation theory. $H_{R}, H_{A}$ and $H_{I}$ are the free radiation, free atomic, and interaction Hamiltonians, respectively, and are given by

$$
\begin{align*}
& H_{R}=\sum_{k \mu}\left(a_{k \mu}^{\dagger} a_{k \mu}+\frac{1}{2}\right) \hbar \omega_{k}, \quad H_{A}=\frac{-\hbar^{2}}{2 \mu} \nabla^{2}+V(\boldsymbol{x}), \\
& H_{I}=\frac{\mathrm{i} \hbar e}{\mu c}\left(\frac{\hbar c}{2 V}\right)^{\frac{1}{2}} \sum_{k \mu} \frac{1}{\sqrt{k}} a_{k \mu} \mathrm{e}^{\mathrm{i} k \cdot x} \hat{\varepsilon}_{k \mu} \cdot \nabla \tag{90}
\end{align*}
$$

with $\omega_{k}=k c$ and $\mu=m_{e} m_{n} /\left(m_{e}+m_{n}\right)$ is the reduced mass. The final solution is
$\Phi=\Phi_{I_{k \mu} i}\left(q_{k \mu}, \boldsymbol{x}, t\right)-\frac{\Phi_{0}\left(q_{k \mu}, t\right)}{V} \sum_{n} \eta_{0 n}(t) \hat{\varepsilon}_{k_{0} \mu_{0}} \cdot \boldsymbol{k}_{e n} \frac{1}{\sqrt{V}} \mathrm{e}^{\mathrm{i}\left(\boldsymbol{k}_{e n} \cdot \boldsymbol{x}-E_{e n} t / \hbar\right)}$,
with
$\eta_{0 n}(t)=\left(\frac{e}{\mu c}\right) \sqrt{\frac{\hbar c}{2 V}}\left[\frac{\left(\mathrm{i}-\mathrm{e}^{\mathrm{i} \phi}\right)}{\sqrt{2 k_{0}}}\right]\left[\frac{\hbar}{\sqrt{V \pi a^{3}}} \frac{8 \pi a^{3}}{\left(1+a^{2} k_{e n}^{2}\right)^{2}}\right]\left(\frac{1-\mathrm{e}^{\mathrm{i} E_{0 n, l_{k \mu} i} t / \hbar}}{E_{0 n, I_{k \mu} i}}\right)$.
$E_{0 n, I_{k \mu} i}$ is given by

$$
\begin{equation*}
E_{0 n, I_{k \mu} i}=E_{0}+E_{e n}-E_{I_{k \mu}}-E_{e i} \tag{93}
\end{equation*}
$$

Equation (91) clearly shows that one entire photon is absorbed. This is further emphasized by the integral

$$
\begin{align*}
\sum_{k \mu} \frac{1}{\sqrt{k}} \int \Phi_{N_{k \mu}}^{*} a_{k \mu} \Phi_{I_{k \mu}} \mathrm{~d} q_{k \mu} & =\frac{1}{\sqrt{2 k_{0}}}\left(\mathrm{i}-\mathrm{e}^{\mathrm{i} \phi}\right) \int \Phi_{N_{k \mu}}^{*} \Phi_{0} \mathrm{~d} q_{k \mu} \\
& =\frac{1}{\sqrt{2 k_{0}}}\left(\mathrm{i}-\mathrm{e}^{\mathrm{i} \phi}\right) \delta_{N_{k \mu}} \delta_{k k_{0}} \delta \mu \mu_{0} \tag{94}
\end{align*}
$$

which is the part of the matrix element $H_{N_{k \mu} n, I_{k \mu} i}$ used in obtaining the final solution. This term shows that if the interaction takes place at all then an entire electromagnetic quantum must be absorbed by the hydrogen atom.

The initial state $\Phi_{I_{k \mu}}$ represents a single photon divided between the two beams, but in the interaction with an atom positioned in one of the beams, the entire photon must be absorbed. Given that the interferometer arms can be of arbitrary length such absorption must in general be nonlocal. In this way we can explain why a photon that always divides at the beam splitter nevertheless registers in only one path. The fact that this wave model exists prevents GRA's which-path experiment from being regarded as confirmation of the particle behaviour of light.

### 5.4. GRA's interference experiment according to CIEM

Refer to figure 4. Using the same phase and amplitude changes as in the previous section, and tracing the development of the two beams after $B M_{2}$, we arrive at the wavefunction

$$
\begin{equation*}
\Phi_{I I}=-\frac{1}{2} \Phi_{c}\left(1+\mathrm{e}^{\mathrm{i} \phi}\right)+\frac{\mathrm{i}}{2} \Phi_{d}\left(1-\mathrm{e}^{\mathrm{i} \phi}\right) . \tag{95}
\end{equation*}
$$

By following a similar procedure to that of region I, we can find the $S$ corresponding to $\Phi_{I I}$ and hence set up and solve the equations of motion. Using these solutions the beables for region II are found to be

$$
\begin{align*}
\boldsymbol{A}_{I I}(\boldsymbol{x}, t)= & \frac{2}{V^{\frac{1}{2}}}\left(\hat{\varepsilon}_{k_{c} \mu_{c}} c_{0} \cos \Theta_{c}+\hat{\varepsilon}_{k_{d} \mu_{d}} d_{0} \cos \Theta_{d}\right)+\frac{\boldsymbol{u}_{I I}(\boldsymbol{x})}{V^{\frac{1}{2}}}, \\
\boldsymbol{E}_{I I}(\boldsymbol{x}, t)= & \frac{-\hbar c}{2 V^{\frac{1}{2}}}\left(\frac{\hat{\varepsilon}_{k_{\alpha} \mu_{\alpha}}}{c_{0}}(1+\cos \phi) \sin \Theta_{c}+\frac{\hat{\varepsilon}_{k_{d} \mu_{d}}}{d_{0}}(1-\cos \phi) \sin \Theta_{d}\right), \\
\boldsymbol{B}_{I I}(\boldsymbol{x}, t)= & \frac{-2}{V^{\frac{1}{2}}}\left[\left(\boldsymbol{k}_{c} \times \hat{\varepsilon}_{k_{c} \mu_{c}}\right) c_{0} \sin \Theta_{c}+\left(\boldsymbol{k}_{d} \times \hat{\varepsilon}_{k_{d} \mu_{d}}\right) d_{0} \sin \Theta_{d}\right]+\frac{\boldsymbol{v}_{I I}(\boldsymbol{x})}{V^{\frac{1}{2}}},  \tag{96}\\
\boldsymbol{I}_{I I}(\boldsymbol{x}, t)= & \frac{\hbar c^{2}}{2 V}\left[\boldsymbol{k}_{c}(1+\cos \phi)+\boldsymbol{k}_{d}(1-\cos \phi)-\boldsymbol{k}_{c}(1+\cos \phi) \cos 2 \Theta_{c}\right. \\
& \left.\left.+\boldsymbol{k}_{d}(1-\cos \phi) \cos 2 \Theta_{d}\right)\right]-\frac{\boldsymbol{f}_{I I}(\boldsymbol{x}) \boldsymbol{g}_{I I}(\boldsymbol{x}, t)}{V},
\end{align*}
$$

with

$$
\begin{align*}
& \boldsymbol{u}_{I I}(\boldsymbol{x})=\sum_{\substack{k \mu \\
k \neq \pm k_{c}, \pm k_{d}}} \hat{\varepsilon}_{k \mu} q_{k \mu} \mathrm{e}^{\mathrm{i} \cdot \boldsymbol{x}}, \\
& \boldsymbol{v}_{I I}(\boldsymbol{x})=\mathrm{i} \sum_{\substack{k \mu \\
k \neq \pm k_{c}, \pm k_{d}}}\left(\boldsymbol{k} \times \hat{\varepsilon}_{k \mu}\right) q_{k \mu} \mathrm{e}^{\mathrm{i} \cdot \boldsymbol{x}}=\nabla \times \boldsymbol{u}_{I I}(\boldsymbol{x}),  \tag{97}\\
& \boldsymbol{f}_{I I}(\boldsymbol{x})=\frac{\mathrm{i} \hbar c^{2}}{V} \sum_{\substack{k \mu \\
k \neq \pm k_{c}, \pm k_{d}}} \hat{\varepsilon}_{k_{0} \mu_{0}} \times\left(\boldsymbol{k} \times \hat{\varepsilon}_{k \mu}\right) q_{k \mu} \mathrm{e}^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}}  \tag{98}\\
& \boldsymbol{g}_{I I}(\boldsymbol{x}, t)=(1+\cos \phi) \sin \Theta_{c}+(1-\cos \phi) \sin \Theta_{d}
\end{align*}
$$

and with $\Theta_{c}=\boldsymbol{k}_{c} \cdot \boldsymbol{x}-\omega_{c} t-\chi_{0}$ and $\Theta_{d}=\boldsymbol{k}_{d} \cdot \boldsymbol{x}-\omega_{d} t-\xi_{0}$.
The wavefunction and the beables clearly show interference. For example, for $\phi=0$ the $d$-beam is extinguished and for $\phi=\pi$ the $c$-beam is extinguished by interference.

## 6. Comments on some other recent experimental tests of complementarity

In the proposed experiment of Ghose et al [2], light is incident on a prism at an angle greater than the critical angle and hence undergoes total internal reflection. A second prism placed less than a wavelength from the first allows light to tunnel into the transmitted channel. Quantum mechanics predicts perfect anticoincidence. This is interpreted by Ghose et al, as is usual, as which-path information and hence as particle behaviour. Transmitted photons necessarily tunnel through the gap between the prisms, a phenomenon which the authors interpret as wave behaviour. In this way, the authors claim that wave and particle behaviour are observed in the same experiment in contradiction to Bohr's principle of complementarity. This experiment has since been performed by Mizobuchi et al [3] using a GRA single-photon source, but as we mentioned earlier, the statistical accuracy of their results has been questioned in [4-6].

To resolve the technical difficulties with Mizobuchi et al's experiment, Brida et al following a suggested experiment by Ghose [5] and also employing the GRA single-photon source, used a birefringent crystal to split a light beam into two beams (the ordinary and the extraordinary beams) instead of using tunnelling between two closely spaced prisms. They
interpreted the birefringent splitting as wave behaviour, while the perfect anticoincidence they observed they interpreted as particle behaviour. Again, the claim is the observation of wave and particle behaviour in the same experiment in contradiction of complementarity.

Afshar's experiment is of the two-slit type. He first observes interference a short distance in front of the slits and determines the position of the dark fringes. He then replaces the screen with a wire grid such that the grid wires coincide with the dark fringes. A lens is placed after the grid to form an image of the two slits. The images showed no loss of sharpness or intensity as compared to the image of the two slits without the grid in position. Afshar concluded that there was interference prior to formation of the image which he interpretes as wave behaviour. He assumes that the images of the slits are formed by photons coming from the slit on the same side as the image. He then interpretes image formation as providing path information, and hence particle behaviour. Ashar concludes that particle and wave behaviour is observed in the same experiment in contradiction of complementarity.

We do not agree that these experiments either disprove Bohr's principle of complementarity, or, as argued by Brida et al, that they can be viewed as a generalization of Bohr's principle of complementarity. Our reasons follow.

As for the GRA experiments, all the above experiments can be explained using CIEM, i.e., they can be explained entirely in terms of a wave model. One is therefore not forced to conclude that these experiments require a generalization of Bohr's principle of complementarity (a generalization first suggested by Wootters and Zurek [8] as mentioned in the introduction), a generalization which is severely flawed, as mentioned in the introduction. We will comment further below.

Arguments from the perspective of complementarity can be put to show that these experiments do not disprove complementarity. Let us first consider the experiments of Mizobuchi et al and Brida et al. Bohr emphasized that only the final experimental result (pointer reading) has physical significance and that an experiment should be viewed as a whole, not further analyzable $[19,21]$. We recall the statement of Wheeler, 'No phenomenon is a phenomenon until it is an observed phenomenon' ([12], p 14). In these two experiments, the observed results are anticoincidence detections which the above authors and advocates of complementarity or its variants can reasonably and unambiguously attribute to particle behaviour. The wave behaviour is not detected. It is therefore perfectly consistent for a Bohrian to maintain that the experiments unambiguously define a particle model even if this is counter-intuitive. The Afshar experiment avoids this criticism because the presence of the wire grid physically detects the interference. But, the Afshar experiment still fails because of the first point above, namely that CIEM provides a wave model of image formation by a large series of single photon detections.

Another point to consider is that the mutually exclusive wave and particle complementary concepts are not related to the mathematical formalism of the quantum theory. In this way they differ from complementary concepts such as position and momentum or the components of angular momentum which are not mutually exclusive classical concepts and are represented in the mathematical formalism of the quantum theory by Heisenberg uncertainty relations. In this case, what is called wave or particle behaviour in a given experiment is somewhat arbitrary. Apart from other points, this arbitrariness is an important reason why we feel complementarity can neither be proved nor disproved.

We now comment on a widely accepted generalization of complementarity by Wootters and Zurek in their influential article [8]. This generalization admits partial wave and partial particle behaviour in the same experiment. Based on this generalization Wootters and Zurek [8], and later Yasin and Greenberger [9], cast particle-wave duality in a mathematical form. We have argued in earlier articles [10] that far from being a generalization of complementarity,
this approach in fact contradicts complementarity. From the mathematical perspective, these mathematical relations are constructs appended to the formalism of the quantum theory but not derived from it. As a measure of coherence they can be thought of as useful heuristic rules, but for the reasons we will give, can be attributed no more fundamental significance than this. For detailed arguments against this generalization we refer the reader to [10] and restrict ourselves here to briefly emphasizing aspects of complementarity which demonstrate our point of view.

In his explanations of his principle of complementarity [19-21], Bohr repeatedly emphasized the mutual exclusiveness of complementary concepts, and the requirement of mutually exclusive experimental arrangements for their correct use or definition. He further emphasized that complementary concepts are abstractions to aid thought, and cannot be attributed physical reality. It seems to the present author that Bohr was concerned to provide a framework for the correct use of classical language or concepts. Thus, for the same physical object to be both a wave and a particle is, quite simply, a contradiction of definitions. This, the present author believes, is what led Bohr to emphasize that complementary concepts could not be attributed physical reality. By insisting on mutually exclusive experimental arrangements for the realization of complementary concepts, Bohr, in the authors view, allowed for the use of classical language/concepts in a way that avoids contradiction. It is for these reasons that we regard the Wootters and Zurek generalization of complementarity in terms of partial particle behaviour/knowledge and partial wave behaviour/knowledge as the complete antithesis of Bohr's principle of complementarity. Even apart from Bohr's teachings, what can it mean for a physical object to be partially a wave and partially a particle? Above, we made a distinction between particle and wave complementary concepts and other pairs of complementary concepts that Bohr did not make. Our arguments here need not apply to complementary concepts such as position and momentum, which classically are not mutually exclusive concepts. We note two things: first, the Wootters and Zurek generalization of complementarity is in terms of wave and particle concepts. Second, from the point of view of interpretation, particle and wave complementary concepts are the most fundamental, and lie at the heart of the interpretational issues of the quantum theory.

The experiment of Kim et al concerns both complementarity and the Wheeler delayedchoice issue, but its significance goes beyond these issues. The results of this experiment appear to suggest that a present measurement affects a past measurement. The Wheeler delayed-choice experiments indicate that a present measurement either creates or changes the past history leading to a particular result (there are subtle differences between Wheeler's and Bohr's positions which are discussed in [13], section 1). The Kim et al and Wheeler delayed-choice experiments differ in that the past history is not actually observed in Wheeler's experiment, whereas in Kim et al's experiment it is the result of an actual past measurement that is changed by a measurement in the present. We will leave a detailed discussion of this experiment for a later article, but make one observation. The experiment uses a pair of correlated photons produced by the process of spontaneous parametric down conversion. By detecting the photon partner after the first photon is detected, the earlier measured wave or particle behaviour of the first photon is determined. What seems to have been left out of the Kim et al analysis is that once the first photon is detected and the state of the EPR partner changes accordingly, thereafter the EPR correlation is broken. Hence, any measurement performed on the second photon can have no effect on its partner. This is a firm prediction of quantum mechanics. Nevertheless, the strange result in which a present measurement appears to determine the outcome of an earlier measurement needs explanation. Other articles relating to this issue can be found in [45].

## 7. Conclusion

Their ingenious gating system allowed GRA to test, perhaps for the first time, quantummechanical predictions for a single-photon state. Interference is confirmed in the obvious way. The which-path predictions are also confirmed; the photon is detected in only one path. What we have shown though, is that a wave model (CIEM) can explain this result. It cannot therefore be concluded that the detection of the photon on one path confirms particle behaviour. In a particle model, the photon takes one path at the beam splitter and is detected in that path, whereas in our wave model the photon splits at the beam splitter, is nonlocally absorbed, and is again detected in only one path. Since the which-path measurement does not confirm particle behaviour, Bohr's principle of complementarity is also not confirmed, contrary to what is claimed by GRA. We conclude then, that GRA's experiments do not confirm complementarity. We may further add that if complementary is accepted, Wheeler's delayed-choice experiments lead to very strange conclusions: either history is changed at the time of measurement, or history is created at the time of measurement [13, 46]. CIEM, on the other hand, explains Wheeler's delayed-choice experiments in a unique and causal way.
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[^0]:    ${ }^{1}$ Alternative address: Wolfson College, The University of Oxford, Linton Road, Oxford OX2 6UD, UK.
    2 By feeble light we mean light of such low intensity that on average only one photon at a time is in the apparatus.

[^1]:    ${ }^{4}$ From here on we will use the term 'photon' very loosely to refer to a quantum of energy which may or may not be spread out over large regions of space with a value of $\hbar \omega$ for a Fock state or with a value an average around $\hbar \omega$ for a wave packet.

[^2]:    5 Actually, Einstein considered Bohr's principle of complementarity and quantum mechanics to be synonymous. By experimentally contradicting complementarity Einstein wanted to demonstrate that quantum mechanics is incomplete ([20], p 127). We have argued elsewhere that Bohr's principle of complementarity and quantum mechanics are not synonymous ([13], p 299).
    ${ }^{6}$ Ghose et al have developed a particle interpretation of bosons [24, 25], including the photon [26], based on the Kemmer-Duffin formalism [27]. It is to be emphasized that this formalism, which allows an interpretation of bosons as particles, applies in the approximation that the energies are below the threshold for pair production. We maintain that the full theory does not allow a particle ontology. Since the particle ontology of the approximation stands in contradiction to the ontology of the full field theory (since particle and wave concepts are mutually exclusive), we

[^3]:    7 In passing, we mention that Caves [37] uses a two-input approach in connection with the search for gravitational waves using a Michelson interferometer. He suggests, as one of two possible explanations, that vacuum fluctuations due to a vacuum input are responsible for the 'standard quantum limit' which places a limit on the accuracy of any measurement of the position of a free mass.
    8 Here the beam splitter is described as part of the Hanbury-Brown and Twiss experiment.
    9 Here the beam splitter is used as part of an atomic interferometer.

[^4]:    where each component is defined in the same way as for the scalar function.
    ${ }^{11}$ We would like to thank one of the referees for pointing out this reference and for re-emphasizing this inconsistency.

[^5]:    ${ }^{12}$ The normalization factor $N$ is found by substituting $q_{k \mu}^{*}=f_{k \mu}+\mathrm{i} g_{k \mu}$ and its conjugate into $\Phi_{0}$ and using the normalization condition $\int_{-\infty}^{\infty}\left|\Phi_{0}\right|^{2} \mathrm{~d} f_{k \mu} \mathrm{~d} g_{k \mu}=1$, with $\mathrm{d} f_{k \mu} \equiv \mathrm{~d} f_{k_{1} 1} \mathrm{~d} f_{k_{1} 2} \mathrm{~d} f_{k_{2} 1} \ldots$, and similarly for $\mathrm{d} g_{k \mu}$.

